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Introduction

The present paper aims to obtain quadratic su�cient minimality conditions for abnor-

mal trajectories in the problem on length minimizing curves in the sub-Riemannian

metrics. More precisely, we consider the trajectories that are subjected to (or, as one

also says, are tangent to) some distribution on which some submetric is given; by a

submetric, we understand an arbitrary positive sublinear functional on the distribu-

tion. In particular, it can be a sub-Riemannian metric. (Thus, the class of metrics that

is studied in the paper is substantially wider than the class of sub-Riemannian metrics

which is indicated in the title, but we have left this term in the title as a recognizable

\key word.")

First, we deal with the following problem. Let a \singular" (i.e., a strictly ab-

normal) trajectory of some submetric that connects two given point be given. What

would be quadratic su�cient conditions for this trajectory to be really the shortest

one (with respect to a given submetric) among all other curves from some neighbor-

hood of the given trajectory, which connect the same two points? This situation �ts

well into the framework of general class of optimal control problems that are linear in

control, for which, in the case where the examined trajectory is singular [9], su�cient

conditions of some quadratic order for the strong minimum and for the so-called Pon-

tryagin minimum are already known. A direct use of these general results allows one

to obtain quadratic su�cient conditions for the strong minimality and for the Pon-

tryagin minimality of singular trajectories for distributions and manifolds of arbitrary

dimensions.

Moreover, these conditions can be subjected to further (rather nontrivial) trans-

formations, as a result of which we will arrive at some �nal form of these su�cient

conditions. These �nal conditions exactly coincide with the quadratic su�cient con-

ditions for rigidity that were obtained by A. A. Milyutin [15] not so long ago. Thus,

the quadratic su�cient conditions for the strong (or the Pontryagin) minimum for a

singular trajectory turn out to be identical to the quadratic su�cient conditions for

the rigidity (respectively, for the Pontryagin rigidity) of this trajectory. We stress once

more that all these results will be �rst obtained for singular trajectories.

On the other hand, it is known that the rigid trajectory of a given distribution

should not necessarily be a singular one for arbitrarily chosen metric on this distribu-

tion. In what follows, we consider the case of an arbitrary quadratically rigid trajectory

of some distribution, and, using the method that was proposed by A. A. Milyutin, we

make the \reverse" passage, i.e., from the conditions for rigidity, we pass to the con-

ditions for the strong minimum in an arbitrary submetric. As a result, we prove the

following statement.

Main Theorem 1. If a trajectory is quadratically rigid, then it yields a strong

minimum of the distance between two given points in any strictly convex submetric
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(although this trajectory can become a nonsingular one).

(Here we give a somewhat simpli�ed statement; actually, a weaker property of the

submetric than its strict convexity is required; see Assumption A3 and Theorem 8.1

below.)

The Pontryagin minimum is considered in a similar way with due regard for the

fact that here the rigidity and the minimality depend on the choice of basis of the

distribution. In this case, we prove the following statement.

Main Theorem 2. If, in some basis, a trajectory is quadratically rigid in the

Pontryagin sense, then, in any submetric from the sheaf corresponding to this basis, it

yields the minimum of distance between two given points with respect to the W1;1 -norm,

i.e., with respect to the L1 -norm in the velocities.

(The exact de�nitions of all notions are given in Sec. 13, and the formulation of

the statement is given in Theorem 14.1.)

These theorems were announced by the author in [10]; they generalize and

strengthen the su�cient minimality conditions obtained in [13, 16, 17, 1] in the fol-

lowing directions: (a) only two-dimensional distributions and only sub-Riemannian

metrics were considered previously; (b) the conditions obtained in [19, 13, 16, 17] en-

sure the minimum only for small segments of the curve; (c) the conditions obtained

in [1] do not ensure the strong minimum; they guarantee only the W1;1 -minimum;

(d) the conditions from [1] contain somewhat extra strong requirements that can be

essentially relaxed.

Note here that the problems of the rigidity and minimality of trajectories subjected

to distributions have been recently studied very intensively. Not pretending to the

completeness, note in this connection [3, 19, 13, 16, 17, 1, 15].

The following circumstance is worth noting. In spite of the fact that the problem

of �nding the shortest curve is, by its de�nition, an extremum problem, basically only

the Pontryagin maximum principle, i.e., a necessary condition of the �rst order, has

been used until recently, out of the whole theory of extremal problems, for obtain-

ing minimality conditions in the above problem in the case of abnormal trajectories.

All further conditions have been obtained principally not by the application of some

general conditions to the given particular class of problems, but by the construction

of special and rather complex structures facilitating the analysis of just this class of

problems. Such a situation cannot be considered as satisfactory from the point of view

of the theory of extremal problems. In the present paper, we attempt to apply the

quadratic minimality conditions of singular trajectories that were previously obtained

for the general class of linear optimal control problems [5, 6, 7, 8] (the results of these

works which are necessary for us are summarized in [9]) to the given class of problems.

This attempt proved to be successful in the sense that we have managed to obtain
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more general and more strong conditions than the already known ones. The quadratic

su�cient conditions turned out to be most full and complete; namely these conditions

will be the subject of the present paper. (In [15], the general quadratic minimality

conditions were applied, also successfully, for obtaining quadratic conditions for rigid-

ity; to this end, the concept of rigidity was �rst reduced to the concept of minimum

in some optimal control problem.)

The author is grateful to A. A. Milyutin for intensive discussion and useful advices,

and also to N. N. Petrov for noting the given class of problems as an object of pos-

sible application of previously obtained results. The work supported by the Russian

Foundation for Basic Research, projects 97-01-00135 and 96-15-96072.

Part I

Su�cient Conditions for Strong

Minimality of Singular Trajectories

1 Statement of the Problem on the Curve of Mini-

mum Length in the Form of an Optimal Control

Problem

Since all our considerations are made in a neighborhood of some given curve that is

assumed to have no self-intersections, one can always assume that all is performed in

an ordinary n -dimensional space, in order not to shade the heart of the matter by

additional constructions related to a manifold.

Thus, assume that on an open connected set M in IRn; there are given k twice

smooth vector �elds r0(x); : : : ; rk�1(x) that are linearly independent at every point of

M: (It is convenient to adopt the enumeration 0; 1; : : : ; k�1; this will be made clear

in the sequel.) These �elds de�ne a so-called distribution

�(x) = Linfr0(x); : : : ; rk�1(x)g (1.1)

of dimension k on the set M: In the case where M is contractible (and a neighbor-

hood of any trajectory that is of interest for us can always be considered to be such),
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the converse can also be stated: if a k -dimensional twice smooth (i.e., having twice

smooth basis in a neighborhood of each point of M) distribution �(x) is given on

M; then there exist k twice smooth vector �elds de�ned on the whole set M; that

form a basis of �(x) at each point of M; i.e., satisfy relation (1.1). We do not require

that �(x) should be bracket generating.

De�nition 1.1. A real function q(x; �x) of arguments x 2 M and �x 2 �(x) is

called a submetric on �(x) if, for any �xed x 2 M; it is a positive sublinear function

of �x; i.e., if q(x; �x) > 0 for any nonzero �x 2 �(x); q(x; ��x) = � q(x; �x) 8� � 0;

and q(x; �x1 + �x2) � q(x; �x1) + q(x; �x2) 8�x1; �x2 2 �(x) .

We assume a priori that the function q is continuous in (x; �x); some assumptions

on its \twice smoothness" will be made in the sequel.

In the particular case when q2(x; �x) = (R(x)�x; �x) is a positive de�nite quadratic

form in �x 2 �(x); the function q is called a sub-Riemannian metric, and it is said

that the distribution �(x) together with the submetric q(x; �x) de�ne the the sub-

Riemannian structure on M: Thus, sub-Riemannian metric is simply a Euclidean

metric on �(x): Without loss of generality, one can assume that R(x) is a matrix of

dimension n� n; i.e., that the Euclidean metric is given for all �x 2 IRn; but we will

consider it only for �x 2 �(x): We will also assume that R(x) is twice smooth. A

more general, but still particular case of a submetric is the case of a sub-Finsler metric

where q is symmetric with respect to �x : q(x;��x) = q(x; �x) .

Since each �x 2 �(x) can be represented in the form �x =
P
u
i
r
i
(x); where u =

(u0; : : : ; uk�1) 2 IRk; one can de�ne a function

'(x; u) = q(x; �x) = q(x;
X

u
i
r
i
(x)); (1.2)

which speci�es the submetric q in a given basis r0(x); : : : ; rk�1(x) .

In the case of a sub-Riemannian metric we have

(R(x)�x; �x) =
X
ij

u
i
u
j
(R(x)r

i
(x); r

j
(x)) = (C(x)u; u);

where C(x) is a matrix of dimension k � k with entries C
ij
(x) = (R(x)r

i
(x); r

j
(x));

and the length of the vector �x is expressed through its coe�cients in the basis

r0(x); : : : ; rk�1(x) in the following way:

k�xk = q(x; �x) =
q
(C(x)u; u):

If the basis is orthonormal, i.e., if C(x) = E is the identity matrix, then

k�xk = juj2 =
q
u20 + : : :+ u2

k�1:
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In the set of M; we �x two points a and b and consider all possible absolutely

continuous curves x(t); t 2 [0; T ] (generally the segment is its own for each curve),

that connect these two points: x(0) = a; x(T ) = b; and are \tangent" to the distri-

bution �(x); i.e., _x(t) 2 �(x(t)) for almost all t: The curves that are tangent to �

are called � -admissible or simply admissible. They can be also de�ned as solutions

to the di�erential equation

_x(t) =
X

u
i
(t)r

i
(x(t)); (1.3)

where all u
i
2 L1[0; T ] .

For each admissible curve, its length is de�ned by the relation

J(x(�)) =
Z
T

0
q(x; _x) dt; (1.4)

or, by using the representation (1.2),

J(x; u) =

Z
T

0
'(x; u) dt:

In the case of a sub-Riemannian metric, we have

J =

Z
T

0

q
(R(x) _x; _x) dt =

Z
T

0

q
(Q(x)u; u)dt:

Since the length of a curve does not depend on the parametrization of this curve

(this corresponds to the positive homogeneity of �rst degree of the function q of �x ),

one can consider all admissible curves on one and the same closed interval [0; T ] .

It is required to �nd a curve of minimum length among all admissible curves that

connect two given points a and b: Thus, we have the following optimal control prob-

lem.

Problem (I) .

J =

Z
T

0
'(x; u) dt �! min; _x =

X
u
i
r
i
(x); x(0) = a; x(T ) = b:

We share the opinion (see, e.g., [13]), that when dealing with extremal problem in

the class of � -admissible curves, it is more convenient to deal with the distribution

represented in the form of the control system (1.3), rather than in the form of zeros

of di�erential forms, which is more usual for the di�erential geometers. (The latter

corresponds to the dual method for de�ning the distribution �(x) as a set of those

�x 2 IRn for which (~r
j
(x); �x) = 0; where ~r

j
(x); j = 1; : : : ; n � k; is a basis in the

complement to �(x) .)
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2 Basic Notions and Assumptions

Now let x̂(t) be one of the admissible curves. The question is: what are necessary and

su�cient conditions for this curve be of minimum length among all admissible curves

from some its neighborhood (and connecting the same two points)? The present paper

is devoted to the study of namely this question.

We need some assumptions on the curve x̂ and on the behavior of the submetric

q in a neighborhood of this curve.

Assumption A1. The curve x̂(t); t 2 [0; T ]; is three times smooth, has the

nonzero derivative, and does not have self-intersections.

(The latter requirement is actually not essential; one can easily eliminate it by

introducing an additional coordinate; however we accept this requirement in order not

to complicate the presentation.)

Let �̂ denote the image of the curve x̂(t); t 2 [0; T ] in the space IRn .

De�nition 2.1. We say that the submetric q(x; �x) has a twice smooth support

hyperplane in a neighborhood of the curve x̂(t) if, in a neighborhood of the set �̂;

there exist a twice smooth (k � 1) -dimensional subspace �0(x) � �(x) and a twice

smooth nonvanishing vector �eld r0(x) 2 �(x) such that the a�ne hyperplane r0(x)+

�0(x) has no common points with the relative interior of the hodograph F (x) = f�x 2
�(x) j q(x; �x) � q(x; r0(x))g; and, in addition, d

dt

x̂(t) = r0(x̂(t)) 8t .

Given a basis in �(x); this property means that in a neighborhood of the set �̂;

there exist twice smooth nonvanishing vector-functions l(x); v(x) 2 IRk such that if

u 2 IRk and '(x; u) � '(x; v(x)); then (l(x); u) � (l(x); v(x)) and, in addition,

v(x̂(t)) = û(t) 8t .

Assumption A2. The submetric q has a twice smooth support hyperplane in a

neighborhood of the curve x̂(t) .

For example, it is easy to show that any three times smooth metric q on M�
IRn or any twice smooth Riemannian metric, being restricted to any twice smooth

distribution �(x); has a twice smooth support hyperplane in a neighborhood of any

admissible curve x̂(t) satisfying Assumption A1. In what follows, we will omit the

words \twice smooth" for brevity.

De�nition 2.2. A support hyperplane �0(x) for the submetric q in a neighbor-

hood of the curve x̂(t) is called a strictly support hyperplane if, for any x from a

neighborhood �̂; the a�ne hyperplane r0(x) + �0(x) has the unique common point

r0(x) with the hodograph F (x) .
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Given a basis in �(x); this property means that in a neighborhood of the set �̂;

there exist twice smooth nonvanishing vector-functions l(x); v(x) 2 IRk for which, in

addidion to the above properties, the following property holds: if u 2 IRk; '(x; u) �
'(x; v(x)); and (l(x); u) = (l(x); v(x)); then u = v(x) .

Obviously, if a submetric is strictly convex (i.e., if the sublinear function q(x; �x) is

strictly convex in �x 8x ), then any support hyperplane will automatically be strictly

support hyperplane. In particular, this property holds for any sub-Riemannian metric.

We will also need the following strengthening of Assumption A2 (for obtaining

su�ccient conditions for the strong minimality).

Assumption A3. The submetric q has a twice smooth strict support hyperplane

in a neighborhood of the curve x̂(t) .

Note that Assumptions A2 and A3 hold regardless of the choice of parametrization

of the curve x̂(t): Any sub-Riemannian metric satis�es Assumption A3.

Thus, we study admissible curve x̂(t); û(t) in Problem (I) and suppose for the

time being that Assumptions A1 and A3 hold. It will be convenient for us to reformulate

slightly the problem. Problem (I) is obviously equivalent to (and is usually stated as)

the following time-optimal control problem:

Problem (T ) .

_x =
X

u
i
r
i
(x); x(0) = a; x(T ) = b;

'(x; u) � 1; J(x; u) = T �! min :

But it will be more convenient for us to state it as the following problem on a �xed

time interval [0; T ] :

Problem (Z) .

_x = z
X

u
i
r
i
(x); _z = 0; (2.1)

x(0) = a; x(T ) = b; (2.2)

z > 0; '(x; u) � 1; J = z(0) �! min :

Here z is an additional state variable; it is a constant that bounds the velocity of

the motion:

jj _xjj = q(x; _x) � z � '(x; u) � z;

and the problem consists in steering the point a to the point b in a given time T

with the minimally possible upper bound of the velocity. In this problem, the state
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variables (x; z) 2 IRn+1 and all the curves are considered in the open set x 2 M;

z > 0: The control is still u = (u0; : : : ; uk�1) 2 IRk: Obviously, Problems (T ) and

(Z) are equivalent.

Thus, namely Problem (Z) will be considered from now on. We denote w =

(z; x; u) and study, respectively, a trajectory ŵ = (ẑ; x̂; û) .

Recall that according to the classical calculus of variations (CCV), one says that a

trajectory ŵ yields the weak minimum in Problem (Z) if it is a local minimum point

with respect to the norm kwk = jzj + kxk
C
+ kuk1; and that it yields the strong

minimum if it is a local minimum point with respect to the seminorm kwk0 = jzj+kxk
C

for free u .

Lemma 2.1. A trajectory ŵ yields a strong (strictly strong) minimum in Prob-

lem (Z) if and only if the curve x̂(t) is of minimum (strictly minimum) length among

all admissible curves connecting the points a; b and lying in a neighborhood of the

set �̂ .

This means that the concept of strong minimum in Problem (Z) is in agreement

with the concept of local minimum of the length of the curve in the usual geometric

sense. The proof is given in Appendix A.

We will also consider the following type of the minimum, which is intermediate

between the weak and strong ones.

De�nition 2.3. We will say that ŵ is a Pontryagin minimum (brie
y, � -

minimum) point in Problem (Z) if, for any N; there exists an " > 0 such that ŵ

is a minimum point in Problem (Z) on the set

jz � ẑj+ kx� x̂k
C
< "; ku� ûk1 < "; ku� ûk1 � N:

It is obvious that for any submetric, the � -minimum is simply the minimum with

respect to the norm kwk1 = jzj+ kxk
C
+ kuk1 .

Further, note that there is a mixed constraint in Problem (Z) : '(x; u) � 1: Let

us introduce the admissible control set (the hodograph or the unit ball of the submetric

in the given basis):

U(x) = fu j'(x; u) � 1g; (2.3)

which in general depends on x: Thus, the mixed constraint '(x; u) � 1 is equivalent

to the inclusion u 2 U(x) .
In the case of a sub-Riemannian metric, one can assume that the vectors

r0(x); : : : ; rk�1(x) form an orthonormal basis in �(x); then '(x; u) = juj; and thereby
the mixed constraint is transformed into the classical Pontryagin constraint on the con-

trol of the form juj � 1; i.e., u 2 U with a constant set U: As far as the general

case is concerned, one cannot eliminate the dependence of U on x .
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3 Maximum Principle for Problem (Z)

Let ŵ be a � -minimum point in Problem (Z): Then the �rst order necessary con-

dition, i.e., the Pontryagin Maximum Principle, holds for this point. Let us write this

condition �rst for the case of a sub-Riemannian metric and then show what will change

in the general case.

The Maximum Principle (MP) means that there exist Lipschitzian functions  
z
(t)

and  
x
(t) of dimensions n and 1; respectively, and numbers �0 � 0; �0; and

�
T

such that the tuple (which is called the tuple of Lagrangian multipliers) � =

( 
z
(�);  

x
(�); �0; �0; �T ) is nontrivial ( � 6= 0 ); to this tuple, there correspond

the Pontryagin function H[�](z; x; u) =  
x
� zPu

i
r
i
(x) +  

z
� 0

and the endpoint Lagrange function l[�](x0; xT ) = �0z(0) + �0x(0) + �
T
x(T );

for which the following relations hold along the trajectory ŵ :

the adjoint equations

_ 
x
= �H

x
[�] = �ẑ 

x

X
û
i
r0
i
(x̂); (3.1)

_ 
z
= �H

z
[�] = � 

x

X
û
i
r
i
(x̂); (3.2)

the transversality conditions

 
x
(0) = l0

x0
[�] = �0;  

x
(T ) = �l0

xT
[�] = ��

T
; (3.3)

 
z
(0) = l0

z0
[�] = �0;  

z
(T ) = l0

zT
[�] = 0; (3.4)

and the maximality condition

H[�](ẑ; x̂; û) = max
juj�1

H[�](ẑ; x̂; u) = const � 0: (3.5)

From (3.5) it follows that  
x
�P û

i
r
i
(x̂) = const � 0; then from (3.2) we have

_ 
z
= �const ; and (3.4) implies

 
z
(0) �  

z
(T ) = �0 =

Z
T

0
const dt;

hence,

const =  
x
�
X

û
i
r
i
(x̂) =

�0

T
� 0: (3.6)

Now we introduce the following conventions with respect to the terms. By a trajec-

tory in Problem (Z) we mean an admissible triple w = (z; x; u): Taking into account

that u is uniquely determined by z and x from system (2.1), and the choice of z

exerts in
uence only on the parametrization of one and the same curve in the space

x; sometimes the function x(t) itself will be called a trajectory. Following A. A. Mi-

lyutin, by an extremal we call a pair (�;w); where w is a trajectory and � is a

10



tuple of corresponding Lagrange multipliers satisfying all the above-noted relations,

except for the nontriviality. (In [13], such pair is called a biextremal.) Thus, di�erent

extremals can correspond to one and the same trajectory. An extremal (�;w) is called

trivial if � = 0; otherwise, the extremal is called nontrivial. (In works of di�erential

geometers (see [3, 13, 17]) the passage from a trajectory to a nontrivial extremal is

called the Hamiltonian lift.)

The set of all � satisfying relations (3.1){(3.5) for the given trajectory ŵ of

Problem (Z) and the normalization

�0 + j�0j+ j�T j+max
t

j (t)j = 1;

we denote by �(Z; ŵ); omitting Z and ŵ if it does not lead to confusion. It is easy

to see that �(Z; ŵ) is a �nite-dimensional compact set, since each � is de�ned by its

own � and �; hence, the choice of normalization in the de�nition of this compact

set would be, in essence, of no importance for us.

A trajectory ŵ is called a stationary trajectory in Problem (Z) if �(Z; ŵ) is

not empty, i.e., if this trajectory can be completed up to a nontrivial extremal (�; ŵ):

(Obviously, any admissible trajectory can be completed up to a trivial extremal.)

For every � 2 �(Z; ŵ); two essentially distinct cases are possible:

(1) �0 > 0; and (2) �0 = 0:

If �0 > 0; then the extremal (�; ŵ) is said to be normal. In this case (3.5) and

(3.6) imply X
û
i
( 

x
; r
i
(x̂)) = max

juj�1

X
u
i
( 

x
; r
i
(x̂)) =

�0

T
> 0; (3.7)

and since the unit ball in the Euclidean metric is a strictly convex set, the control

û(t) is uniquely expressed through  
x
(t); namely, û

i
(t) = c ( 

x
(t); r

i
(x̂(t))); i =

0; 1; : : : ; k � 1; where c is some constant.

If �0 = 0; then the extremal (�; ŵ) is said to be abnormal. This term has

appeared already in the CCV [2]; it denotes the degenerate case in the sense that the

objective functional of the problem does not enter the �rst order necessary conditions.

For Problem (Z); in this case, (3.5) implies that

 
x
(t) r

i
(x̂(t)) = 0 8i = 0; 1; : : : ; k � 1; i.e.  

x
(t) ? �(x̂(t)); (3.8)

therefore, the condition (3.5) does not select û from the whole unit ball. In optimal

control, one says in such a situation that the control û is singular with respect to

the set juj � 1 (and, taking into account the fact that this takes place at every time

instant, one sometimes even says that the control û is totally singular ; but we do

not use this \strengthened" term). Conversely, it is easy to see that (3.8) implies, by

virtue of (3.7), that �0 = 0: Thus, the equality �0 = 0 is equivalent to the ful�lment

11



of (3.8), i.e., in Problem (Z); the abnormality of an extremal (�; ŵ) is equivalent to

its singularity.

Thus, a nontrivial extremal (�; ŵ) can be either normal (�0 > 0); or abnormal,

the latter in Problem (Z) is the same as singular (�0 = 0) .

A stationary trajectory ŵ is said to be normal if we have �0 > 0 8� 2 �(ŵ);

it is said to be abnormal if 9� 2 �(ŵ) for which �0 = 0; and it is said to be strictly

abnormal or singular if we have �0 = 0 8� 2 �(ŵ) .

(This notion of singularity corresponds to the general notion of singular constraint

in the abstract extremum problem; see [9]. In our case, namely the objective func-

tional of the problem is singular, since the multiplier �0 corresponds exactly to this

functional.)

Note that if a trajectory ŵ is abnormal, then the set �(ŵ) always consists of

more than one element, since in this case, along with any � 2 �(ŵ); we have also

�� 2 �(ŵ) .

The abnormality of ŵ means that the equality-type constraints (2.1) and (2.2)

in Problem (Z) are degenerate in the �rst order, i.e., they do not satisfy the known

conditions of the implicit function theorem, or, as is conventional now, the Lyusternik

condition: the derivative of the operator that de�nes these equality-type constraints

should be \onto"(surjective). If we consider the operator

g : IR�AC � L1[0; T ] �! L1[0; T ]� IRn � IRn;

(z; x; u) 7�! ( _x� z
X

u
i
r
i
(x); x(0); x(T ));

then the Lyusternik condition means that g0(ŵ) is \onto", and the abnormality of ŵ

means that Im g0(ŵ) is not the whole image space.

Sometimes, instead of this \initial" equality operator, one considers the operator

p : L1[0; T ] �! IRn; u 7! x(T );

where x is the solution to the equation _x = ẑ
P
u
i
r
i
(x) with the initial condition

x(0) = a: It is not di�cult to verify that the derivatives g0(ŵ) and p0(û) are surjective

or not surjective simultaneously. (This is due to the following general fact: if linear

operators A : X ! Y and B : X
onto�! Z are given, then the joint operator (A;B) :

X ! Y � Z is surjective if and only if the operator A : kerB ! Y is surjective.)

Thus, in Problem (Z); the abnormality of ŵ; i.e., the existence of � 2 �(ŵ) with

�0 = 0; is equivalent to the degeneracy of the operator g or p at the point ŵ: It is

worth noting that in the general case, the degeneracy of the equality-type constraints

is a more strong condition than the existence of � 2 �(ŵ) with �0 = 0 (the equality-

type constraints can be nondegenerate, but there can exist � 2 �(ŵ) with �0 = 0 ).

12



Note that in Problem (Z); the whole tuple � = (�0; �0; �T ;  x;  z) is determined

by the function  
x
(t); which in the sequel is denoted by  (t) (the vectors �0 and �

T

are determined from the transversality conditions (3.3), the numbers �0 and  
z
are

obtained from relation (3.6), from the adjoint equation (3.2), and from the transversal-

ity conditions (3.4).) Hence, instead of the set �(ŵ); one can consider its projection

on the component  
x
; which is denoted by 	(ŵ) .

For the abnormal extremal, �0 = 0 and  
z
= 0; the function  =  

x
satis�es

the adjoint equation (3.1)
_ = � �X û

i
r0
i
(x̂) (3.9)

and relations (3.8):

 (t) r
i
(x̂(t)) = 0; i = 0; 1; : : : ; k � 1: (3.10)

The set of all nonzero Lipschitzian n -dimensional functions  (t) satisfying (3.9)

and (3.10) with the normalization j (0)j = 1 we denote by 	0(Z; ŵ); sometimes

omitting Z and ŵ: These are those  2 	 for which �0 = 0: Thus, a trajectory ŵ is

abnormal if and only if there exists a function  (t) satisfying the above conditions, i.e.,

if the set 	0(ŵ) is not empty. The trajectories with nonempty �(ŵ); but with empty

	0(ŵ); are normal stationary trajectories. Obviously, for the singular trajectories

	(ŵ) = 	0(ŵ) .

Let us now write the MP for Problem (Z) in the case of an arbitrary submetric,

which generates the mixed constraint

'(x; u) � 1: (3.11)

Recall that, due to the assumptions made, the function ' is continuous in (x; u)

and is sublinear in u: We assume for the time being that ' is smooth in some tube

around the trajectory (x̂(t); û(t)) and that its derivatives are continuous at the points

of this trajectory. This property is necessary for us only for writing out the MP in

Problem (Z): In the sequel, starting from Sec. 4, we will not use the MP for this

problem with the initial constraint (3.11), since we will pass to Problem (Z) with a

more wide constraint.

The MP for problems with mixed constraints, which is a generalization of the Pon-

tryagin Maximum Principle, was obtained in the late 1960-s by A. Ya. Dubovitskii and

A. A. Milyutin (see [12, 14]) and by L. Neustadt and K. Makowsky [18]. Being applied

to Problem (Z) with constraint (3.11), it will di�er from the above-presented MP (for

the constraint juj � 1 ) only by the fact that to constraint (3.11), there corresponds its

own multiplier �(�) 2 L1[0; T ]; �(t) � 0 a.e., satisfying the complementarity slackness

condition

�(t)
�
'(x̂(t); û(t))� 1

�
= 0 a.e. on [0; T ]; (3.12)
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this multiplier also enters the adjont equation:

_ = �ẑ  
X

u
i
r0
i
(x̂) + �(t)

@'

@x
(x̂; û); (3.13)

and appears in an additional condition, condition of stationarity w.r.t. u :

ẑ( ; r
i
(x̂))� �(t)

@'

@u
(x̂; û) = 0 8i = 0; 1; : : : ; k � 1: (3.14)

The maximality condition becomes

max
u2U(x̂(t))

H[�](ẑ; x̂(t); u) = H[�](ẑ; x̂(t); û(t)) = const � 0: (3.15)

Other conditions remain the same. As before, all multipliers are expressed through

 =  
x
: The following still holds:

max
u

H(ẑ; x̂; u) = Ĥ = H(ẑ; x̂; û) = ẑ
X

û
i
( 

i
; r
i
(x̂)) = const =

�0

T
;

from here, by (3.14) and (3.12), we have

�(t) = �(t)'(x̂; û) = �(t)
X

(
@'

@u
i

; û
i
) = ẑ

X
û
i
( ; r

i
(x̂)) = Ĥ =

�0

T
; (3.16)

and, therefore, �(t) = const = Ĥ: If the extremal (�; ŵ) is abnormal, i.e., if �0 = 0;

then, due to (3.16), also �(t) = 0 almost everywhere, i.e., the new element in the MP

in fact disappears.

This implies that if (�; ŵ) is an abnormal extremal in Problem (Z) with con-

straint (3.11), then it will also be an abnormal extremal in Problem (Z) with any

other (smooth) mixed constraint p(x; u) � 0 (not necessarily related to some submet-

ric), in particular, with the constraint p(x; u) = (l(x); u� v(x)) � 0; where l and v

are from the de�nition of the support hyperplane, and also for free u; i.e., with the

constraint u 2 IRk .

Note that if an extremal is normal, then, by virtue of (3.16), �(t) = �0

T

> 0;

and then the maximality condition (3.15) or the condition of complementary slackness

(3.12) implies that '(x̂(t); û(t)) � 1; i.e., the motion is performed with the maximal

possible speed. If, on the other hand, �0 = 0; i.e., if the extremal is abnormal,

then this relation does not follow from the MP. Nevertheless, we can always assume

that this relation holds by virtue of the following argument. If on some time interval

'(x̂(t); û(t)) < 1; then one can consider a new control u0(t) = c(t)û(t); where c(t) > 1

on this interval, and c(t) = 1 outside this interval. The state component x0(t) of the

corresponding trajectory (ẑ; x0(t); u0(t)) will move along the same curve �̂; but will

pass the way from a to b in a smaller time T 0: Then one can pass the same way

in time T > T 0 with a smaller bound on the speed z0 < z: Therefore, the given
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trajectory ŵ will not be even a weak minimum point in Problem (Z): Thus, we will

assume that '(x̂(t); û(t)) � 1 for the examined trajectory.

Let us now return to the question on the expansion of the admissible control set.

Let the functions l(x) and v(x) from the de�nition of the support hyperplane be

such that in a neghborhood of the set �̂;

'(x; v(x)) = 1; (l(x); v(x)) = 1; (3.17)

i.e., the set U(x) is contained in the halfspace (l(x); u) � 1: (This can always be

obtained by the corresponding normalization of these functions.) Problem (Z) with

the constraint '�(x; u) = (l(x); u) � 1 will be called Problem (Z�): It is an extension

of Problem (Z) with the initial constraint '(x; u) � 1 .

Lemma 3.1. If (�; ŵ) is an extremal in Problem (Z) with the constraint

'(x; u) � 1; then it will also be an extremal in Problem (Z�) with the constraint

'�(x; u) � 1 .

Proof. As was already said, this statement is obvious for the abnormal extremals.

Hence, it is su�cient to consider the case where �0 > 0 for the given extremal. By

de�nition, for all x from some neighborhood of �̂; the inequality '(x; u) � 1 implies

'�(x; u) � 1; and both these inequalities turn into equalities for u = v(x): Then in a

neighborhood of any point (x0; u0 = v(x0)); the inequality '�(x; u) � '(x; u) holds.

(In fact, since ' = '� = 1 at this point itself, both these functions are positive in

a neighborhood of this point; if '(x; u) = c > 0; then '(x; u=c) = 1; therefore,

'�(x; u=c) � 1; i.e., '�(x; u) � c: ) This implies that the gradients of functions '

and '� are collinear at any such point. Since both these functions are sublinear in u;

are equal and positive at the point u0 = v(x0); we have that the gradients of these

functions in u are simply equal, and, moreover, are not equal to zero. Therefore, the

gradients of these functions in x are also equal, i.e., �nally, grad' = grad '� at any

point of the form (x0; u0 = v(x0)): And then, for a given �; relations (3.13) and

(3.14) hold not only with the function '; but also with '�; i.e., � 2 �(Z�; ŵ); or,

which is the same, (�; ŵ) is an extremal in Problem (Z�): The lemma is proved.

Corollary 1. The set �(ŵ) in Problems (Z) and (Z�) is one and the same.

Indeed, since in the passage from the constraint ' � 1 to the constraint '� � 1

the admissible set expands, the set �(ŵ) can only narrow. But, according to Lemma

3.1, no narrowing takes place, therefore, these sets coincide.

This fact readily implies

Corollary 2. The trajectory ŵ is singular in Problem (Z) if and only if it is

singular in Problem (Z�) .
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In addition, the following is valid.

Corollary 3. If the trajectory ŵ is singular in Problem (Z) with the constraint

'(x; u) � 1; then it will be stationary and, therefore, automatically singular also for

free u: The set �(ŵ) will not change under this procedure.

Indeed, in the passage from the constraint '(x; u) � 1 to u 2 IRk; the set

�(ŵ) can only narrow. However, since for the singular trajectory, any � 2 �(ŵ) has

�(t) = 0; relations (3.13) and (3.14) (the only relations in the MP that contain ' ),

as was already said, will hold also for the problem with free u: Thus, in this passage

the trajectory ŵ will remain stationary, and the set �(ŵ) will not change.

Note that if the extremal is normal, then the corresponding Lagrange function

L[�](w) = �H[�](z; x; u) + �'(x; u) has the coe�cient L
uu
[�] = �'

uu
(here we take

into account the fact that H
uu
[�] = 0 ), and assuming that the matrix '

uu
is positive

de�nite on the subspace '
u
�u = 0 along the trajectory ŵ(t) (which always holds

in the case of sub-Riemannian metrics), we obtain that the strengthened Legendre

condition is satis�ed for this extremal. Therefore, the case of a normal extremal can

be considered within the framework of the CCV (see, e.g., [13]). But, for the abnormal

extremals, L
uu
[�] = 0; i.e., the principal assumption of the CCV, the strengthened

Legendre condition, is not satis�ed, hence, this case requires a special consideration.

It is precisely this case that is the subject of the present paper.

4 Passage to an Associated Basis

Up to now all our considerations were in an arbitrary basis. Now we will consider some

special bases.

De�nition 4.1. Following A. A. Milyutin [15], a basis in �(x) is said to be

associated for the trajectory x̂(t) if r0(x̂(t)) =
d

dt

x̂(t) on [0; T ] .

In any such basis the examined control is û(t) = (1; 0; : : : ; 0): The state compo-

nents ẑ and x̂(t) remain unchanged, since they do not depend on the choice of basis

in �(x) .

De�nition 4.2. An associated basis in �(x) is said to be support (strictly sup-

port) for a submetric q if, in addition to the above property, in some neighborhood

of �̂; the subspace �0(x) = Linfr1(x); : : : ; rk�1(x)g is a support (strictly support)

hyperplane to the hodograph F (x) of the submetric q in the sense of De�nitions 2.1

and 2.2.
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The existence of a twice smooth associated basis that is support (strictly support)

for a given metrics, is ensured by Assumption A2 (Assumption A3, respectively). Prob-

lem (Z) in the associated support basis has the same form as in Sec. 2, but now the

term with i = 0 will be singled out in the notation of the control system:

Problem (Z) .

_x = z

 
u0r0(x) +

k�1X
i=1

u
i
r
i
(x)

!
; (4.1)

_z = 0; x(0) = a; x(T ) = b; (4.2)

u = (u0; u1; : : : ; uk�1) 2 U(x);
J = z(0) �! min :

In addition, we set ẑ = 1 for convenience (having made a linear change of time, if

necessary); then T is the time of motion.

Just for this very Problem (Z) in an associated support basis, we will apply the

quadratic su�cient conditions for the Pontryagin and strong minima, obtained for the

problems of general form in [9]. This will be our \starting"position.

As was already said, in the case of a sub-Riemannian metrics, one can assume that

U(x) is the unit ball which does not depend on x: As for the case of an arbitrary

submetric, the admissible control set depends on x; i.e., there is a mixed constraint

on x; u; and this is rather inconvenient, since the quadratic conditions obtained in [9]

(and they are the most general of all known ones) do not allow the presence of mixed

constraints.

However, this di�culty can easily be overcome when obtaining su�cient conditions.

As in [9], we replace the family of sets U(x) by the ambient constant set ~U that

includes this family. It is clear that any su�cient condition for a minimum of some

type (Pontryagin, strong) in Problem (Z) with the set ~U will automatically be a

su�cient condition for the minimum of the same type also in Problem (Z) with the

set U(x) .

Moreover, for obtaining su�cient conditions for the � -minimum, we adopt As-

sumption A2 and simply take the half-space U� = fu0 � 1g as ~U: From De�nition 4.2,

it follows that this set indeed contains U(x) for all x from a neighborhood of the set

�̂: If the trajectory was singular in Problem (Z) with the set U(x); then, according

to Corollary 2 of Lemma 3.1, this trajectory will remain singular under the passage to

the set U� .

To obtain su�cient conditions for the strong minimum, we adopt Assumption A3.

Then, from De�nition 4.2, it follows that in a corresponding associated basis, which is

strictly support one for the given submetrics, for any x from some neighborhood of
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the set �̂; the hyperplane u0 = 1 is strictly support to the set U(x) at the point

û = (1; 0; : : : ; 0); i.e., û is a unique maximum point of the linear functional p(u) = u0

on the set U(x) � IRk: The sublinearity and positivity of '(x; �) imply that the set

U(x) is compact, and from the continuity of ' it follows that this set is Hausdor�

continuously depending on x: Then one can state that there exists a convex compact

set ~U � IRk; which also has û as a unique maximum point of the functional p(u) = u0

and such that U(x) � ~U for any x from some neighborhood of �̂: (The proof of this

fact is given in Appendix B.)

We consider �rst the case of the strong minimum. (The case of the Pontryagin

minimum is considered below in Part III.)

We study Problem (Z) with the above control set ~U; which does not depend on

x: Let us call it Problem ( ~Z): Note that the particular form of the set ~U is of no

importance for us; we are interested only in the existence of this set; further, we will

pass from this set to the halfspace U� that contains this set, and this halfspace does

not depend on the choice of ~U .

Thus, in the case of an arbitrary submetric (satisfying Assumption A3), we arrive

at Problem ( ~Z) in an associated basis with a convex compact set ~U; not depending

on x; for which û = (1; 0; : : : ; 0) is a unique maximum point of the linear functional

p(u) = u0: (In the case of a sub-Riemannian metrics, U(x) is the unit ball, therefore,

no passage to ~U is required.) The examined trajectory is still ŵ = (ẑ = 1; x̂(t);

û = (1; 0; : : : ; 0)): Corollary 1 of Lemma 3.1 implies the following statement.

Lemma 4.1. The set �(ŵ) in Problems (Z) and ( ~Z) is one and the same.

Indeed, since U(x) � ~U � U�; the set �(ŵ) for Problem ( ~Z) occupies an

intermediate place between �(Z; ŵ) and �(Z�; ŵ); and since these two sets coincide,

the set �( ~Z; ŵ) also coincides with them.

This implies that the singularity of the trajectory ŵ in Problem (Z) is equivalent

to its singularity in Problem ( ~Z) and in Problem (Z�): We assume that ŵ is singular,

and from now on our goal is to obtain su�cient conditions for the presence of the strong

minimum in Problem ( ~Z) at the given trajectory. Now we can apply the results of [9]

to this situation.
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5 Application of General Su�cient Conditions

to Problem ( ~Z)

According to [9, Sec. 8], for obtaining su�cient conditions in Problem ( ~Z); we have

to consider the following Problem (Z�) with the extended control set U� in the form

of a halfspace:

Problem (Z�) .

_x = z

 
u0r0(x) +

k�1X
i=1

u
i
r
i
(x)

!
; (5.1)

_z = 0; x(0) = a; x(T ) = b; (5.2)

u0 � 1; components u1; : : : ; uk�1 are free,

J = z(0) �! min ;

in which the same singular trajectory ŵ is studied. Obviously, this extension does

not depend on a particular realization of the set ~U : the halfspace will be one and

the same (u0 � 1): It turns out that the quadratic su�cient conditions for the weak

minimum in Problem (Z�) yield the strong minimum in Problem ( ~Z): More precisely,

Theorem 8.1 from [9], being applied to the given situation, yields the following result.

Theorem 5.1. Let the singular trajectory ŵ in Problem (Z�) satisfy the 
 -

su�cient condition for the weak minimum. Then ŵ is a point of the strict strong

minimum in Problem ( ~Z): Moreover, there exist ";C > 0 such that, on the set

jz � 1j+ kx� x̂k1 < "; for any w = (z; x; u) satisfying equations (5.1), _z = 0 and

constraints x(0) = a; u 2 ~U; the following estimate holds:

(z � 1)+ + jx(T )� bj � C
(w� ŵ): (5.3)

Now it is possible, using the formulas from [9, Secs. 4, 5] and [10], to write the


 -su�cient condition for Problem (Z�); and thereby to obtain the su�cient condi-

tion for a strong minimum in Problem ( ~Z): But we will proceed in another way. We

will show that one can pass from the 
 -su�cient condition in Problem (Z�) to the


 -su�cient condition in another, simpler problem (which di�ers mainly by the fact

that the inequality-type constraint u0 � 1 is replaced by the equality-type constraint

u0 = 1); and then to some system that corresponds to the study of the trajectory ŵ

for rigidity. In so doing, the weak 
 -su�ciency in Problem (Z�) will turn out to be

exactly equivalent to the 
 -su�cient condition for the rigidity. The e�cient instru-

ment for carrying out these passages will be Theorem 5.2 from [9] on a \nonvariational"

equivalent of the 
 -su�cient conditions.
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First, let us perform a rather simple passage from the 
 -conditions in Prob-

lem (Z�) to the 
 -conditions in a new Problem (S); which di�ers from Problem (Z�)

only by the fact that the multiplier z stands only before the very �rst term in the

control system:

_x = z u0 r0(x) +
k�1X
i=1

u
i
r
i
(x) : (5.4)

Theorem 5.2. 
 -su�cient condition for the weak minimum in Problem (Z�) is

equivalent to the 
 -su�cient condition for the weak minimum in Problem (S) .

In view of Theorem 5.2 (a) from [9], this statement stems from the following prop-

erty that is intuitively obvious. Recall that for Problem (Z�) the violation function

is de�ned as

�(w) =

Z
T

0

����� _x� z
�
u0r0(x) +

k�1X
i=1

u
i
r
i
(x)
������ dt +

Z
T

0
j _zj dt + (5.5)

+ jx(0)� aj+ jx(T )� bj + vrai max
t

(u0 � 1)+ + (z � 1)+ ;

and the violation function for Problem (S) is de�ned similarly.

Lemma 5.1. The ful�llment of the inequality �(w) � C
(w) for some C > 0

in some neighborhood of the point ŵ for Problem (Z�) is equivalent to its ful�llment

for some C > 0 in some neighborhood of the point ŵ for Problem (S) .

Proof. This follows from the simple fact that, for z close to ẑ = 1; the mapping

A : W ! W; de�ned as

w = (z; x; u0; ui; i = 1; : : : ; k � 1) 7�! ~w = (z; x; u0; ~ui =
u
i

z
; i = 1; : : : ; k � 1);

is a homeomorphism, and the violation functions in these two problems are connected

by the relation ��(w) = �
S
(Aw): For both problems,


(w) = jz � 1j2 + �y20(T ) +
k�1X
i=1

y2
i
(T ) +

Z
T

0

�
�y20 +

k�1X
i=1

y2
i

�
dt; (5.6)

where �y0(t) = y0(t)� t;

_y
i
= u

i
; y

i
(0) = 0 8i = 0; 1; : : : ; k � 1; (5.7)

and under the mapping A; only the components y
i
; i � 1; will change; therefore,

for jz � 1j � 1
2
; i.e., for 1

2
� z � 3

2
; we have

4

9

(w) � 
(Aw) � 4
(w):

Thus, if ��(w) � C
(w) in some neighborhood of ŵ; then on that very set �
S
(Aw) �

C

4

(Aw); and, therefore, in some neighborhood of ŵ there will be �

S
( ~w) � C

4

( ~w):

The reverse passage is valid by similar arguments. The lemma is proved.
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6 Passage to u0 = 1

Thus we passed to the 
 -su�ciency in Problem (S): Let us show now that it is

possible to pass from the halfspace u0 � 1 to the subspace u0 = 1; i.e., to the

following

Problem (S1) .

_x = z r0(x) +
k�1X
i=1

u
i
r
i
(x); (6.1)

_z = 0; x(0) = a; x(T ) = b;

J = z(0) �! min :

Here Eq. (6.1) is obtained from Eq. (5.4) for u0 = 1: Since u0 disappeared, now we

have not k; but k � 1 controls, and all of them are free. The examined trajectory

(we will denote it by the same letter) is ŵ = (ẑ = 1; x̂(t); û
i
= 0; i = 1; : : : ; k � 1);

and the control û = (0; : : : ; 0) 2 IRk�1: Note that in systems where the component

u0 is present, the control û = (1; 0; : : : ; 0) 2 IRk: We hope that it will always be clear

from the context which û is meant and that no confusion will arise here.

In the passage from Problem (S) to Problem (S1) the set of admissible trajec-

tories has narrowed (due to the narrowing of the set of admissible controls); therefore,

the set �(ŵ) of Lagrange tuples can expand, and a priori there is a danger that a

\normal" tuple � with �0 > 0 can appear. But in the given case this does not

happen.

Lemma 6.1. In Problems (S) and (S1); the set �(ŵ) is one and the same.

Proof. As was already said, the inclusion �(ŵ) � �1(ŵ) is obvious. Conversely,

if � 2 �1(ŵ); i.e., if a given � ensures that the MP holds in Problem (S1); then

 (t) r
i
(x̂(t)) = 0 8 i = 1; : : : ; k � 1; (6.2)

and, as in Sec. 3, we easily obtain

 (t) r0(x̂(t)) = const =
�0

T
� 0: (6.3)

But then the given � ensures that the MP holds also in Problem (S); i.e., � 2 �(ŵ):

(Recall that for an arbitrary stationary trajectory in Problems (S) and (S1); it is

not required that �0 = 0:) The lemma is proved.

Theorem 6.1. The 
 -su�cient condition for the weak minimum in Problem (S)

is equivalent to the 
 -su�cient condition for the weak minimum in Problem (S1) .
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In the proof, we again use the \nonvariational" interpretation of these conditions.

Let us note that both system (5.4), _z = 0 with the initial condition x(0) = a; and the

system 6.1, _z = 0 with the initial condition x(0) = a obviously satisfy the Lyusternik

condition at ŵ; and let us introduce the following two sets:

D(S) = fw j Eq. (5.4) is satis�ed, _z = 0; x(0) = a; u0 � 1g;

D(S1) = fw j Eq. (5.4) is satis�ed, _z = 0; x(0) = a; u0 = 1g:
Taking into account Theorem 5.2 (b) from [9], the proof of Theorem 6.1 is a result of

the following

Lemma 6.2. The validity of the inequality �(w) � C
(w) for some C > 0 on

the set D(S) in some L1 -neighborhood of the point ŵ for Problem (S) is equivalent

to the validity of this inequality for some C > 0 on the set D(S1) in some L1 -

neighborhood of the point ŵ for Problem (S1) .

(Let us explain here that for a point w satisfying Eq. (5.1), its closeness to

ŵ in the norm of the space W is equivalent to its closeness to ŵ in the uniform

(L1�) norm jz � ẑj + kx � x̂k1 + ku � ûk1 . Hence we formulate Lemma 6.2 in

terms of L1 -norm.)

Proof. Recall that the order 
 for Problem (S) is given by formulas (5.6), (5.7),

and then, for Problem (S1); it is given by these formulas for �y0(t) � 0: Let us

introduce the following notations: �z = z � 1;

�(y) =
k�1X
i=1

y2
i
(T ) +

Z
T

0

k�1X
i=1

y2
i
dt : (6.4)

Note that on D(S); _�y0 = u0�1 � 0; hence �y0(t) is monotone, and since �y0(0) = 0;

we have max j�y0(t)j � j�y0(T )j: Therefore, one may not include
R
T

0 �y20 dt into 
; since

it is estimated through �y20(T ): Thus, on the set D(S); one can consider


(w) = j�zj2 + j�y0(T )j2 + �(y); (6.5)

and on the set D(S1) this value turns into


1(w) = j�zj2 + �(y): (6.6)

Since D(S) � D(S1); it is su�cient to prove the implication ((=) in the state-

ment of the lemma.

Suppose that, for some " > 0; the following estimate holds on the set B
"
(ŵ) \

D(S1) :
�(w) = (z � 1)+ + jx(T )� bj � C
(w � ŵ): (6.7)
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Let us show that then the same estimate holds also on the set B
�
(ŵ)\D(S) for some

� > 0: Let � > 0 be arbitrary for now. Take any point w 2 B
�
(ŵ) \ D(S): By

de�nition, this point satis�es Eq. (5.1) with u0 � 1; and we have to pass to Eq. (6.1),

i.e., to equation (5.1) with u0 = 1; in order to obtain the estimate required.

To this end, bearing in mind the remark of Sec. 3, we reparametrize the trajectory

w in such a way that u0 = 1: Namely, assuming that � � 1
2
; we have 1�� � u0(t) �

1; and let us consider the Lipschitzian mapping s : [0; T ]! [0; T ] de�ned by

s(0) = 0; _s(t) =
u0(t)

�
; (6.8)

where � = (1=T )
R
T

0 u0(t) dt is the mean value of the function u0(t) on the closed

interval [0; T ]: Then s(T ) = (1=�)
R
T

0 u0(t) dt = T; and

1 � � � � � 1; 1� � � _s(t) � 1

1� �
; (6.9)

where 1 � � � 1
2
; therefore, s(t) is a bi-Lipschitzian mapping of the interval [0; T ]

onto itself. Denote by t(s) the inverse mapping and introduce the functions

x0(s) = x(t(s)); u0
i
(s) = �

u
i
(t(s))

u0(t(s))
; i = 1; : : : ; k � 1: (6.10)

It is easy to verify that

dx0(s)

ds
=
dx

dt

,
ds

dt
= (�z) r0(x

0(s)) +
k�1X
i=1

u0
i
(s) r

i
(x0(s)): (6.11)

Taking z0 = �z; we obtain the trajectory w0 = (z0; x0; u0
i
; i = 1; : : : ; k � 1) satisfying

Eq. (6.1), and thereby w0 2 D(S1): Note that x0(T ) = x(T ); i.e., the endpoints of

the new trajectory and those of the old one coincide.

First let us show that the trajectory w0 is close to ŵ: The trajectory ŵ satis�es

system (6.1) with ẑ = 1; û
i
= 0; i � 1 and with the initial condition x̂(0) = a;

the trajectory w0 satis�es system (6.11) with u0
i
and with the same initial condition

x0(0) = a; therefore, the di�erence x0 � x̂ satis�es the equation

d

dt
(x0 � x̂) = z0 (r0(x

0)� r0(x̂)) + (z0 � 1) r0(x) +
k�1X
i=1

u0
i
r
i
(x0): (6.12)

From (6.9), it follows that jz0�zj = (1��)jzj � �jzj � �(1+�); and since jz� ẑj � �;

we have jz0 � ẑj � �(2 + �) < 3� .

By de�nition kx� x̂k1 � �; therefore, the modules of the vectors r
i
(x0(t)); i =

0; 1; : : : ; k � 1; are bounded by a common constant (which does not depend on the

speci�c values of x0(t)); moreover,

j r0(x0(t))� r0(x̂(t)) j � const jx0(t)� x̂(t)j:
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Since ku
i
k1 � �; it follows from (6.10) that ku0

i
k1 � �

1��
; and then from (6.12) and

from the known Grownwall-type estimates, it follows that kx0 � x̂k
C
� f(�); where

f(�) ! 0 as � ! 0: Thus, kw0 � ŵk1 � 3� + (k � 1) �

1��
+ f(�) = f1(�) ! 0 as

�! 0; i.e., the closeness of w0 to ŵ is proved.

For a su�ciently small � > 0 we have kw0� ŵk1 < " and w0 2 D(S1); then, by
the premise of the lemma, estimate (6.7) holds for w0; i.e., the following is true:

(z0 � 1)+ + jx(T )� bj � C
1(w
0) = C

�
j�z0j2 + �(y0)

�
; (6.13)

where

_y0
i
= u0

i
; y0

i
(0) = 0; i = 1; : : : ; k � 1: (6.14)

We have to show that estimate (6.7) is valid for the trajectory w; i.e., that for some

� > 0 and for some C > 0 not depending on w 2 B
�
(ŵ)\D(S); the following holds:

(z � 1)+ + jx(T )� bj � C
(w) = C
�
j�zj2 + j�y0(T )j2+ �(y)

�
: (6.15)

We prove this by contradiction. Assume that for all � and C > 0; there is no such

estimate on B
�
(ŵ)\D(S); i.e., that there exists a sequence w

n
= (z

n
; x

n
; u

n
) 2 D(S)

such that w
n
6= ŵ; kw

n
� ŵk ! 0; and (omitting the subscript n)

(z � 1)+ + jx(T )� bj � o
�
j�zj2 + j�y0(T )j2 + �(y)

�
: (6.16)

Let us then show, that the corresponding sequence w0
n
2 D(S1); constructed as in

above, will also violate estimate (6.13), i.e., that the following inequality will be held

(we again omit n) :

(z0 � 1)+ + jx(T )� bj � o
�
j�z0j2 + �(y0)

�
: (6.17)

Recall that � is given by formula (6.4). Let us �rst prove that �(y) ' �(y0) (have

the same order, i.e., estimate one by another with some constants). Indeed, according

to (6.14), (6.10), and (6.8), for each i � 1 and for any � 2 [0; T ]; the following holds:

y0
i
(� ) =

Z
�

0
u0
i
(s) ds =

Z
�

0
�
u
i
(t(s))

u0(t(s))
ds =

Z
t(�)

0
u
i
(t) dt = y

i
(t(� ));

(in particular, y0
i
(T ) = y

i
(T )); therefore,

Z
T

0
jy0
i
(s)j2ds =

Z
T

0
jy
i
(t(s))j2ds =

Z
T

0
jy
i
(t)j2 _s(t) dt;

from which, due to (6.9), we obtain the estimate

(1� �)

Z
T

0
jy
i
(t)j2dt �

Z
T

0
jy0
i
(s)j2ds � 1

1 � �

Z
T

0
jy
i
(t)j2dt
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and hence, the same estimate is valid for � :

(1 � �) �(y) � �(y0) =

Z
T

0

k�1X
i=1

jy0
i
(s)j2ds +

k�1X
i=1

jy0
i
(T )j2 � 1

1� �
�(y); (6.18)

i.e., �(y) ' �(y0) in realty.

Further, we put p = (1=T )
R
T

0 (1 � u0) dt = �(1=T )�y0(T ): Then p = 1 � �; and,

according to (6.9), 0 � p � �: Moreover,

�z0 = z0 � 1 = �z � 1 = �(1 + �z)� 1 = ��z + (� � 1) = ��z � p; (6.19)

from which, taking into account that � � 1; we obtain the estimate

j�z0j2 � j�zj2 + 1

T 2
j�y0(T )j2:

On the other hand, (6.19) implies ��z = �z0 + p; and, taking into account that � � 1
2
;

we obtain

j�zj2 � 4

�
j�z0j2 + 1

T 2
j�y0(T )j2

�
:

Due to this estimate and (6.18), from (6.16) it follows that

(z � 1)+ + jx(T )� bj � o
�
j�z0j2 + p2 + �(y0)

�
: (6.20)

If, at the same time, p2 � O(j�z0j2 + �(y0)); then from here and from the inequality

z0 = �z � z; (6.17) obviously follows, and we arrive at the desired contradiction.

It remains to consider the case where, on the contrary,

p2 � j�z0j2 + �(y0); i.e., j�z0j2 + �(y0) � o(p2): (6.21)

Then the leading term in the right-hand side of (6.20) is p2; i.e., the following holds:

(�z)+ + jx(T )� bj � o(p2): (6.22)

Let us show that in this case we also come to a contradiction, but now without using

of (6.17). From (6.19), we have ��z = �z0 + p; and then from (6.22), it follows that

(�z0 + p)+ � o(p2): But, by virtue of (6.21), �z0 = o(p); and since p � 0; this implies

(we write the subscript n again) that p
n
= 0 for a su�ciently large n; and also that

�z0
n
= 0: But then, by virtue of (6.19), �z

n
= 0; i.e., z

n
= 1; and, by virtue of (6.21),

�(y0
n
) = 0; i.e., u0

n
(t) � 0; and hence, u

n
(t) � 0: In addition, from p

n
= 0 it follows

that �
n
= 1; u0;n(t) � 1; and then x

n
= x̂ as well. Thus, for su�cient large n the

trajectory w
n
coincides with ŵ; which contradicts our assumption.

Lemma 6.2 is proved, and therefore Theorem 6.1 is also proved.
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7 Quadratic Conditions in Problem (S1)
and in System (R)

We have thus passed to the 
 -su�cient conditions for the weak minimum in Prob-

lem (S1): Let us now write these conditions.

Since our ŵ is singular, i.e., 8� 2 �(S1; ŵ); the multiplier by the functional

�0 = 0; the functional J does not enter the Lagrange function and hence, into its

second variation.

Further, since there are no inequality-type constraints in Problem (S1); in the

notation of the cone of critical variations, one can ignore the single inequality that

corresponds to the functional J (since the nonnegativity of the even function |

which is homogeneous of second degree in our case | on the halfspace is equivalent to

its nonnegativity on the whole space), therefore, the functional J will not enter the

formulation of the 
 -conditions at all.

Here the set �(ŵ) consists of all collections � = ( =  
x
;  

z
= 0; �0 = 0;

�0 =  (0); �
T
= � (T )) for which the following is satis�ed:

(a) the adjoint equation
_ = � r00(x̂); (7.1)

(b) the relations

 (t) r
i
(x̂(t)) = 0 8 i = 0; 1; : : : ; k � 1; (7.2)

(c) the normalization

j (0)j = 1: (7.3)

The choice of a particular normalization is not essential here, since �(ŵ) is �nite-

dimensional compact set. Since the whole tuple here is determined by the function

 (t); one can consider, instead of �(ŵ); the set 	(ŵ); consisting of the corresponding

functions  (t): Since the trajectory ŵ is singular, as was already noted, 	(ŵ) =

	0(ŵ) .

The cone of critical variations K (here it is a subspace) is given by the following

equalities:

_�x = �zr0(x̂) + r00(x̂)�x+
k�1X
i=1

�u
i
r
i
(x̂); (7.4)

_�z = 0; �x(0) = �x(T ) = 0: (7.5)

Passing to the Goh variables, i.e., setting

_�y
i
= �u

i
; �y

i
(0) = 0; i = 1; : : : ; k � 1; (7.6)

�x = �� +
k�1X
j=1

�y
j
r
j
(�x); (7.7)
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we obtain that K is given by Eqs. (7.6) and by

_�� = �zr0 + r00
�� +

k�1X
j=1

�y
j
[r0; rj]; ��(0) = 0; (7.8)

��(T ) +
X

�y
j
(T )r

j
(x̂(T )) = 0: (7.9)

(Here [f(x); g(x)] = f 0(x)g(x)� g0(x)f(x) is the Lie bracket of two vector �elds.)

For each  we de�ne the Lagrange function

�[ ](w) =  0(x0 � a)�  
T
(x

T
� b) +

Z
T

0
 ( _x� zr0(x)�

X
u
i
r
i
(x)) dt; (7.10)

and consider its second variation at the trajectory ŵ; this variation can be brought

to the following form (see Appendix C):


 [ ](�z; ��; �y; �u) =
1

2

8<
:
k�1X
i;j=1

�y
i
�y
j
 (r0

i
(x̂) r

j
(x̂))

9=
;
������
T

+

+

TZ
0

 
�1

2
 (r000

��; ��) � �z  (r00
��) +

k�1X
i=1

�y
i
 [r

i
; r0]

0 ��+ (7.11)

+
1

2

k�1X
i;j=1

�y
i
�y
j
 [ [r

i
; r0]; rj ] +

1

2

k�1X
i;j=1

�y
i
�u
j
 [r

i
; r
j
]

1
A dt:

Note that in the last term here, the matrix of coe�cients is skew-symmetrical. These

formulas has been already presented in [8, 15, 10].

For an arbitrary set M = f g de�ne the functional


 [M ]( �w) = sup
 2M


 [ ]( �w):

According to the general theory [9], we must isolate from the set 	 subsets G
a
(	)

consisting of those  2 	 for which the quadratic form (7.11) satis�es the Goh

conditions. To this end, let us �nd the corresponding coe�cients of the quadratic

form.

Recall that the quadratic form of general form with the zero Legendre term is

represented in the Goh variables as follows:


[�](��; �y; �u) = g[�](��0; ��T ; �yT ) + (7.12)

+

Z
T

0

�
(D[�]��; ��) + (P [�]��; �y) + (Q[�]�y; �y) + (V [�]�y; �u)

�
dt;
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_�� = A(t)�� +B1(t)�y; _�y = �u; �y(0) = 0; (7.13)

where g[�] is a quadratic form of the endpoint values, all the matrices in this expression

are measurable and bounded, among them V [�](t) and B1(t) are Lipschitzian, and

moreover, V [�](t) is skew-symmetric and Q[�](t) is symmetric (see [5, 9]).

For an arbitrary set M = f�g and for any number a 2 IR; the set G
a
(M) by

de�nition consists of all � 2M; for which

(1) V [�](t) � 0; (2) Q[�](t) � a almost everywhere: (7.14)

(The inequality Q � a for a symmetrical m�m - matrix Q means that

8h 2 IRm (Qh; h) � a(h; h) .)

Let us return to the quadratic form (7.11). Here the variable �z plays the role of

an additional component ��0; and the last two terms in (7.12) have the following form:

(V [�](t) �y; �u) =
1

2

k�1X
i;j=1

�y
i
�u
j
 [r

i
; r
j
] (x̂(t)) ; (7.15)

(Q[�](t) �y; �y) =
1

2

k�1X
i;j=1

�y
i
�y
j
 [ [r

i
; r0]; rj ] (x̂(t)) : (7.16)

Therefore, the set G
a
(	) consists of all  2 	 for which the following conditions

hold on the interval [0; T ] :

 (t) [r
i
; r
j
](x̂(t)) = 0 8 i; j = 1; : : : ; k � 1; (7.17)

1

2

k�1X
i;j=1

�y
i
�y
j
 [ [r

i
; r0]; rj ] (x̂(t)) � a j �y j2 (7.18)

8 �y = (�y1; : : : ; �yk�1) 2 IRk�1:

Note that, by virtue of (7.17), the last term in (7.11) vanishes and then the control

�u does not explicitely enter 
: Then, one can take �y(t) as a new control, and (7.18)

is nothing else but the classical Legendre condition with respect to this new control. In

the term outside the integral (7.11), the vector �y(T ) can be replaced by an arbitrary

vector h 2 IRk�1 (see [5, 7, 9]), but we will not use this fact here.

Now let us write the quadratic order 
: According to the general theory [5, 7, 9],

we must a priori take


( �w) = j�zj2 + j�x(0)j2 + j�y(T )j2 +
Z
T

0
j�yj2 dt:

28



But since we have to consider not arbitrary �w; but only �w 2 K; and since on this

subspace, �x(0) = 0 and, as is shown in [9, Sec. 6.2], there is the estimate

j�zj+ j�y(T )j � const k�yk1 ;

one can leave only the integral term in 
; i.e., the following holds:


( �w) ' 
0( �w) =

Z
T

0
j�yj2 dt: (7.19)

Thus, we have found the set 	 = 	(ŵ) (in our case, it coincides with 	0(ŵ));

its subsets G
a
(	); the family of the quadratic forms 
[ ]( �w); and the comparison

functional 
0 ' 
: The quadratic 
 -su�cient condition of the weak minimum for the

point ŵ in Problem (S1) consists in the fact that, for some a > 0;


[	]( �w) � a

Z
T

0
j�yj2 dt 8 �w 2 K: (7.20)

According to [4, 5, 7], this condition is equivalent to the fact that, for the same a > 0;


 [G
a
(	)]( �w) � a

Z
T

0
j�yj2 dt 8 �w 2 K: (7.21)

(The latter inequality automatically implies that G
a
(	) is not empty, otherwise, by

de�nition, 
 = �1 as supremum over � .)

From here, taking into account Theorems 6.1, 5.2, and 5.1, we obtain the �nal form

of the quadratic su�cient conditions for the strong minimum for a singular trajectory

ŵ in Problem (Z) .

Theorem 7.1. Let ŵ = (ẑ = 1; x̂(t); û = (1; 0; : : : ; 0)) be a singular trajectory

of Problem (Z); and the inequality (7.20) or (7.21) hold for this trajectory for some

a > 0: Then ŵ is a point of the strict strong minimum in Problem ( ~Z); and,

therefore, it is a point of strict strong minimum in Problem (Z) .

Recall that by virtue of Corollaries 1, 2 of Lemma 3.1, the trajectory ŵ is singular

in Problem (Z) if and only if it is singular in Problem (Z�) (with the constraint u0 �
1:) The set �(ŵ) for these problems is one and the same. In this sense, problems (Z)

are the same for all submetrics '(x; u) having one and the same support hyperplane

in a neighborhood of x̂(t): One can introduce the following de�nition.

De�nition 7.1. We say that the submetrics q1 and q2 satisfying Assumption A2

are equivalent in a neighborhood of the curve x̂(t); if in a neighborhood of the set �̂

the vector r0(x) and the subspace �0(x); taking part in the de�nition of the support

hyperplane, are common for these submetrics.
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In other words, the submetrics q1 and q2 are equivalent in a neighborhood of

the curve x̂(t); if in a neighborhood of the set �̂ there exists an associated support

basis that is common for these submetrics. It is easy to see that this property holds

irrespective of the parametrization of the curve x̂ .

For all submetrics equivalent to the given one, in any associated support basis, the

tangent halfspace to the hodograph at the point r0(x); for x from some neighborhood

of the set �̂; is given by the inequality u0 � 1: Let us introduce also the following

de�nition.

De�nition 7.2. An equivalence class, i.e., the set of all submetrics, every two of

which are equivalent to each other in a neighborhood of the curve x̂(t); will be called

a sheaf of submetrics equivalent in a neighborhood of x̂(t) .

A sheaf of submetrics that are equivalent in a neighborhood of x̂(t) is completely

determined by specifying an associated basis.

De�nition 7.3. The set of all submetrics from a given sheaf that have the sub-

space �0(x) as a strict support hyperplane will be called a strict sheaf of submetrics,

equivalent in a neighborhood of x̂(t) .

In these terms, we obtain the following strengthening of Theorem 7.1.

Theorem 7.2. Let ŵ = (ẑ = 1; x̂(t); û = (1; 0; : : : ; 0)) be a singular trajectory of

Problem (Z�); written in some associated basis, and let the inequality (7.20) or (7.21)

be satis�ed for this trajectory for some a > 0: Then ŵ is a point of the strict strong

minimum in Problem (Z) with any submetric from the strict sheaf corresponding to

this basis, i.e., a submetric for which this basis is an associated one ( r0(x̂(t)) = _̂x(t) ),

and for all x from some neighborhood of �̂; the hodograph U(x) is contained in the

halfspace u0 � 1 intersecting with the subspace u0 = 1 at the single point û .

This is precisely the result of the \direct" application of the general quadratic

conditions for the strong minimum from [9] to Problem (Z): A shortcoming of this

result is the presence of the assumption on the singularity of ŵ in it. Below, in

Secs. 8{10, we will show that one can omit this assumption.

Now note that conditions (7.20) and (7.21) exactly coincide with the quadratic

su�cient conditions obtained recently by A. A. Milyutin [15] for the so-called rigidity

of the trajectory ŵ for the following system.

System (R) .

_x = z r0(x) +
k�1X
i=1

u
i
r
i
(x);

_z = 0; x(0) = a; x(T ) = b:
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Recall that smooth � -admissible curve x̂(t); connecting two points a and b; is

called rigid [3], if in some its neighborhood with respect to the norm kxk
C
+ k _xk1;

any other � -admissible curve, connecting the same points is a reparametrization of

the curve x̂(t) .

This property is equivalent to the fact that (see [15]) in any associated basis, the

trajectory ŵ = (ẑ = 1; x̂(t); û = 0) is isolated among all trajectories of System (R)

on the �xed interval [0; T ] with respect to the norm kwk1 = jzj+ kxk
C
+ kuk1 .

De�nition 7.4. Following [15], the trajectory ŵ = (ẑ = 1; x̂(t); û = 0) of System

(R) is called quadratically rigid if, for some a > 0; inequality (7.20) or (7.21) holds,

where 	 = 	0 = 	0(ŵ) is speci�ed, as for Problem (S1); by relations (7.1){(7.3).

In [15] it is proved that any quadratically rigid trajectory is rigid. (The latter

de�nition is motivated by this very fact.) In the same paper it is also shown that

property of the quadratic rigidity does not depend on the choice of associated basis

(in particular, conditions (7.17), (7.18) hold independently on this choice), so one can

speak about the quadratic rigidity of the curve x̂(t): (A � -admissible curve x̂(t) is

quadratically rigid, if the corresponding trajectory ŵ = (ẑ = 1; x̂(t); û = 0) of System

(R) is quadratically rigid in some, and therefore, in any associated basis.) In addition,

it is shown that this property does not depend on the choice of parametrization of the

curve x̂ .

Using the above terminology, we obtain the following reformulation of Theorem

7.2, which relates the concepts of rigidity and strong minimality.

Theorem 7.3. Let a singular trajectory ŵ = (ẑ = 1; x̂(t); û = (1; 0; : : : ; 0)) of

Problem (Z�) written in an associated basis be quadratically rigid. Then it is a point

of the strict strong minimum in Problem (Z) with any submetric from the strict sheaf

that is determined by this basis.

To prove this theorem, we have covered the following path:

Problem (Z) ! Problem ( ~Z) ! Problem (Z�) !

! Problem (S) ! Problem (S1) ! System (R) :

At this point we �nish the procedure of the direct application of the general

quadratic su�cient conditions for singular trajectories to the problem on geodesics,

and pass to the elimination of the assumption on the singularity of ŵ .
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Part II

Su�cient Conditions for Strong

Minimum for Arbitrary

Quadratically Rigid Trajectories

8 Description of the Situation

Our goal in this part of the paper is to eliminate the assumption of the singularity in

Theorem 7.4, i.e., to prove the Main Theorem 1 that was announced in Introduction.

Now let us formulate this theorem in the above notions and notation.

Theorem 8.1 (Main Theorem 1). Let a � -admissible curve x̂(t) connecting

the points a and b be quadratically rigid, i.e., let the inequality (7.20) or (7.21) for

some a > 0 hold for the trajectory ŵ = (ẑ = 1; x̂(t); û = 0) of System (R) in some

associated basis. Then, in any submetric, not necessarily related to this basis, that has

a strict support hyperplane in a neighborhood of x̂(t); the curve x̂(t) yields the strict

strong minimum of distance between the points a and b; i.e., in Problem (Z) written

in any associated basis for x̂(t); that is strictly support one for the given submetric, the

trajectory ŵ = (ẑ = 1; x̂(t); û = (1; 0; : : : ; 0)) is a point of the strict strong minimum.

In order to prove this theorem, we try to cover the same path as in Part I, but in

the reverse order: from System (R) to Problem (Z): But there is a rather serious

trouble waiting for us on this path: in the passage from System (R) to Problem (S1);

there can appear � 2 �(S1; ŵ) for which

 (t) r0(x̂(t)) =
�0

T
> 0 ; (8.1)

and then, in the further passage to Problem (S); the trajectory ŵ becomes non-

singular, since it has � with �0 > 0: (In Problem (S1) itself, the singularity is

still retained, since the control u = (u1; : : : ; uk�1) is free in this problem; therefore,

any stationary trajectory is singular; but, in Problem (S) the control u0 � 1 is

added, and it is just with respect to this control inequality (8.1) violates the singular-

ity: H
u0

=  r0(x̂) > 0; i.e., the maximum of H over u0 � 1 is strictly attained.)

Previously, in Part I, this was not the case, for we have just assumed that the trajectory

ŵ was singular in Problem (Z); which is equivalent to its singularity in Problem (S):

For nonsingular trajectories, the ful�lment of quadratic su�cient conditions with

our 
 is a too weak condition to guarantee in any somewhat general situation the
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presence of even the weak minimum and, the more so, the Pontryagin or the strong

minima. Thus, in the direct passage from System (R) to Problem (S1); we imme-

diately leave the framework of the theory of quadratic conditions for singular regimes,

on which our considerations are based, and, having only estimates (7.20) and (7.21),

we cannot say anything more.

In order to overcome this di�culty, we use a method proposed by A. A. Milyutin.

First, let us describe the situation more precisely.

Thus, let the curve x̂(t); t 2 [0; T ]; of the distribution �(x) be such that in

an associated basis r0(x); : : : ; rk�1(x); the trajectory ŵ = (ẑ = 1; x̂(t); û
i
= 0;

i = 1; : : : ; k � 1) of System (R) corresponding to this curve satis�es the quadratic

su�cient conditions (7.20) or (7.21). As was already said, these conditions will then

be satis�ed in any other associated basis.

Let now in �(x) an arbitrary submetric q(x; _x) be given, not necessarily related

to the above basis, and having a strict support hyperplane �0(x) in a neighborhood

of the curve x̂(t): Replacing, if necessary, the parametrization of the curve x̂; one

can assume that q(x̂(t); _̂x(t)) = 1: The time T and the base vector �eld r0(x) will

correspondingly change under this procedure, but the ful�lment of conditions (7.20),

(7.21) with some a > 0 for the trajectory ŵ in a new associated basis will remain

unchanged. Replacing the vector �elds r1(x); : : : ; rk�1(x) by base �elds for the hyper-

plane �0(x) (in some neighborhood of the set �̂ ), we will have an associated basis in

�(x) that will be strictly support for the given submetric and in which the trajectory

ŵ will satisfy System (R); and, according to [15], it will still satisfy conditions (7.20)

and (7.21) with some a > 0: (It is just due to this fact that an arbitrary submetrics

appears in the statement of Theorem 8.1.)

Let us �x the obtained basis, the closed interval [0; T ]; and the trajectory ŵ; all

our further considerations will be carried out namely for these objects. In the chosen

basis, in some neighborhood of �̂; the unit ball U(x) of the given submetric is a

convex compact set in the space IRk; which is contained in the halfspace u0 � 1 and

intersects the hyperplane u0 = 1 at the unique point û = (1; 0; : : : ; 0):

Let us now choose any convex compact set ~U � IRk containing U(x) for all x

from some neighborhood of the set �̂ and also intersecting with the halfspace u0 = 1

at the unique point û = (1; 0; : : : ; 0): (Such compact set has already been used in

Sec. 4; its existence is proved in Appendix B.) As before, if we show that ŵ is a point

of the strict strong minimum in Problem (Z) with the set ~U; then the more so it will

be such in Problem (Z) with the set U(x); and thereby Theorem 8.1 will be proved.

Thus, our starting position is as follows: the trajectory ŵ is quadratically rigid

in System (R); and we want to prove that it is a point of the strict strong minimum

in Problem (Z) with the set ~U:

In essence, if one removes all the preliminaries that are not necessary now, we have

33



the following situation. In an open set in IRn; there given an arbitrary basis of a dis-

tribution �(x); i.e., there given k linear independent vector �elds r0(x); : : : ; rk�1(x):

In this basis, System (R) is considered, and a trajectory ŵ = (ẑ = 1; x̂(t); û = 0) of

this system on a closed interval [0; T ] is given; this trajectory is quadratically rigid,

i.e., it satis�es inequalities (7.20) and (7.21) for some a > 0: There also given an arbi-

trary convex compact set ~U 2 IRk containing in the halfspace u0 � 1 and intersecting

with the hyperplane u0 = 1 at the unique point û = (1; 0; : : : ; 0); Problem (Z) is

considered for this compact set on the same interval [0; T ]: It is required to prove that

then the trajectory ŵ = (ẑ = 1; x̂(t); û0 = 1; û1 = � � � = û
k�1 = 0) yields the

strict strong minimum in this problem.

Let us pass to the proof. As was already said, if we add now the functional

J = z(0)! min to System (R); then in the obtained Problem (S1) there can appear

nonsingular  ; i.e., those satisfying (8.1), and we want to avoid this circumstance. The

method proposed by A. A. Milyutin consists in the following: �rst, one should pass

from System (R) to some \relaxed" System (R0); and just from this system then

pass to the corresponding problems (S) and (S1) (more precisely, to analogs of these

problems, which will be denoted by other letters.)

Consider the �rst step of this chain of passages.

9 Passage to System (R0)

As before, let 	0 = 	0(ŵ) be the set of all Lipschitzian n -dimensional functions on

[0; T ]; satisfying the following relations:

_ (t) = � (t) r00(x̂(t)); (9.1)

 (t) r0
i
(x̂(t)) = 0 8 i = 0; 1; : : : ; k � 1: (9.2)

In IRn; we consider the linear subspace M = f (T ) j 2 	0g and choose (and

�x for the sequel) some orthogonal complement L to it. Then IRn = M � L; and

any vector x 2 IRn can be represented in the form x = x
M
+ x

L
; where x

M
= �

M
x;

x
L
= �

L
x; and �

M
; �

L
are the corresponding projections on M and L: Assuming

that M and L are coordinate planes in IRn; one can write x = (x
M
; x

L
):

Note a simple property that we will need below.

Proposition 9.1. If a function  (t) satis�es Eq. (9.1) and  (T ) 2 M; then

 2 	0 and relations (9.2) automatically hold for this function.
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Indeed, in this case,  (T ) = ~ (T ) for some ~ 2 	0 (by the de�nition of the set

M); and since both functions  and ~ satisfy one and the same di�erential equation

(9.1), we have  (t) = ~ (t) on the whole closed interval [0; T ]; i.e.,  2 	0; and,

hence, (9.2) holds.

Denote �x(T ) = x(T )� b and consider the following system.

System (R0):

_x = zr0(x) +
k�1X
i=1

u
i
r
i
(x);

_z = 0; x(0) = a;

�x
M
(T ) = �

M
(x(T )� b) = 0;

j�x
L
(T )j2 � 0:

It di�ers from System (R) by the fact that, instead of the endpoint equality x(T )�b =
0; i.e., instead of two equalities �x

M
(T ) = 0 and �x

L
(T ) = 0; there is now only

one equality, and the other is written in the form of inequality j�x
L
(T )j2 � 0:

It is clear that the set of admissible trajectories in both systems is one and the

same, so nothing was changed at the �rst glance. But the cone of critical variations

K(R0) for System (R0) at the trajectory ŵ is wider then that cone for System (R):

In both cases, it is a subspace, but, if previously it was given by the relations

_�x = �z r0(x̂) + r00(x̂) �x +
k�1X
i=1

�u
i
r
i
(x̂);

_�z = 0; �x(0) = 0; �x
M
(T ) = 0; �x

L
(T ) = 0;

now the last of these relations is absent: �x
L
(T ) is free. In addition, as we will show

below, the set �(ŵ) of Lagrange collections for System (R0) is wider than that for

System (R): (The set �(ŵ) for any system is de�ned in the same way as for any

minimization problem, with the only di�erence that here there is no the objective

functional, and hence there will be no corresponding multiplier �0: In other words, the

set �(ŵ) for any system is the set of all those Lagrange collections for the minimization

problem with the given system and with an arbitrary functional, whose coe�cient by

the functional �0 = 0: Actually, we have used this property in Sec. 7.)

To each � 2 �(R0; ŵ); there correspond the Lagrange function and its second

variation 
[�]( �w):
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De�nition 9.1. We say that the trajectory ŵ of System (R0) satis�es the weak


 -su�ciency if, for some a > 0;

max
�(R0

;ŵ)

[�]( �w) � a
( �w) 8 �w 2 K(R0): (9.3)

For System (R); the weak 
 -su�ciency was called the quadratic rigidity (see

Sec. 7).

Theorem 9.1. Let the weak 
 -su�ciency (i.e., the quadratic rigidity) be satis�ed

for the trajectory ŵ in System (R): Then it is satis�ed also in System (R0):

Before giving a proof, let us make more precise the structure of the set

�(R0): The previous set �(R) consisted of the normalized collections � = ( =

 
x
(t);  

z
; �0; �M; �L) such that for the corresponding functions

H[�](z; x; u) = z( ; r0(x)) +
P
u
i
( ; r

i
(x));

l[�](x(0); x
M
(T ); x

L
(T )) = �0 (x(0)� a) + �

M
�x

M
(T ) + �

L
�x

L
(T )

the following relations hold:

_ 
x
= �H

x
[�] = �ẑ  

x
r00(x̂);

_ 
z
= �H

z
[�] = � 

x
r0(x̂);

 
x
(0) = l0

x(0)[�] = �0;  
x
(T ) = �l0

x(T )[�] = �(�
M
; �

L
);

 
z
(0) =  

z
(T ) = 0;

H
ui
[�] = ( ; r

i
(x̂)) = 0; i = 1; : : : ; k � 1;

H[�](ẑ; x̂; û) = ẑ ( ; r0(x̂)) = const :

These conditions, as was already shown in Sec. 3, are reduced to the fact that the

function  (t) =  
x
(t) satis�es relations (9.1) and (9.2). The transversality conditions

are not essential here, and the nontriviality of the collection � is equivalent to the

nontriviality of the function  (here the function  
z
� 0): Note that here, 8� we

have �
L
= 0; since  (T ) 2M by the de�nition of the subspace M:

For the new system, the set �(R0) consists of collections � = ( =  
x
(t);  

z
;

�0; �M ; �L); where �
L

is now a scalar, �
L
� 0; satisfying the same conditions, in

which only the endpoint function l[�] is changed; it is now equal to

l[�](x(0); x
M
(T ); x

L
(T )) = �0 (x(0)� a) + �

M
�x

M
(T ) + �

L
j�x

L
(T )j2;
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therefore, the transversality conditions will now be as follows:

 (0) = �0;  (T ) = (��
M
; 0): (9.4)

The last relation simply means that  (T ) 2M: Here still  =  
x
satis�es (9.1) and

(9.2), and  
z
� 0 (hence  

z
is not considered in the sequel).

Thus, if � 2 �(R0); then  satis�es relations (9.1), (9.2), and  (T ) 2 M; i.e.,

no new  as compared with �(R) appear.

On the other hand, if � = ( ; �0; �M ; �L) 2 �(R); then  satis�es relations (9.1),

(9.2), and  (T ) 2M: But then  satis�es (9.4), and, therefore, for any � � 0; the

collection � = ( ; �0; �M ; �) 2 �(R0):

Thus, the store of functions  =  
x
in the sets �(R) and �(R0) is one and the

same. However, one more element appears in the set �(R0); namely,

�0 = ( (t) � 0; �0 = 0; �
M
= 0; �

L
= 1);

and, as can be easily shown, any element of �(R0) is a convex combination of some

element having  6= 0 and �
L
= 0; and of this \labelled" element �0: The above

considerations imply the following statement (we have actually proved it).

Lemma 9.1. There exists an injection � : �(R)! �(R0); for which the Lagrange

function �[�](z; x; u) does not change, and �(R0) is the convex hull of �(�(R)) and

the point �0 up to normalization.

Indeed, consider the mapping

� = ( ; �0; �M ; �L = 0) 7�! �0 = ( ; �0; �M ; �L = 0):

as �: Obviously, it satis�es the required properties. The Lagrange function for such

� and �0 in both systems is one and the same. More precisely, �[�;R] = �[�0; R0]:

Then the second variations of these functions (at the point ŵ ) are related exactly in

the same way: 
[�;R]( �w) = 
[�0; R0]( �w):

Proof of Theorem 9.1. From Lemma 9.1, it follows that the left-hand side of

(9.3) is the maximum of the following two values: 
[�(R)]( �w) and 
[�0]( �w): For

the point �0; we have �[�0](w) = j�x
L
(T )j2; therefore, 
[�0]( �w) = j�x

L
(T )j2: Thus,

the statement of the theorem is reduced to the following. For some a > 0; let


[�(R)]( �w) � a
( �w) 8 �w 2 K(R): (9.5)

Then, for some a0 > 0;

max f
[�()]( �w); j�x
L
(T )j2 g � a0
( �w) 8 �w 2 K(0): (9.6)
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Let us prove this statement by contradiction. Suppose that (9.6) is not satis�ed,

i.e., there exists a sequence �w
n
2 K(R0) for which the following simultaneously hold:


[�()]( �w
n
) � o (
( �w

n
)); (9.7)

j�x
L;n

(T )j2 � o (
( �w
n
)):

Denote 
( �w
n
) = 


n
for brevity. The last inequality means that the variation �w

n

violates the constraint �x
L
(T ) = 0 from amongst those ones that specify the subspace

K(R) (and only this constraint, since �w
n
2 K(R0)); by a value of order o (

p


n
):

Then from the Banach open mapping theorem (the distance from a point to the kernel

of a linear surjective operator is estimated by the norm of the image of this point), it

follows that there exists a correction ~w
n
2 K(R0); such that

jj ~w
n
jj = j~z

n
j+ jj~x

n
jj
C
+ jj~u

n
jj1 � o (

p


n
) (9.8)

and w0

n
= �w

n
+ ~w

n
2 K(R); (9.9)

i.e., x0
n
(T ) = �x

n
(T ) + ~x

n
(T ) = 0: It is easy to see that for the new sequence


(w0
n
) = 
( �w

n
+ ~w

n
) = 


n
+ o(


n
) ; i.e., the new in�nitesimal value 
 0

n
= 
(w0

n
) is

equivalent to the old 

n
:

Now let us estimate the value of 
[�(R)] on the sequence w0
n
; taking (9.7) into

account. To this end, let us �rst estimate the change of the individual quadratic form

for each �: It is convenient to carry out such estimation for the following general

quadratic form that has the zero Legendre term (the bars over the variables are not

written here for convenience):


(x; u) = (Sp; p) +

Z
T

0
((D(t)x; x) + 2(x;C(t)u)) dt;

and which is considered on linear equation

_x = A(t)x+B(t)u; (9.10)

where p = (x0; xT ); the matrix S is of dimension 2n � 2n; the matrices D and A

of corresponding dimensions are measurable and bounded, and the matrices B and

C are Lipschitzian. (The quadratic forms of our family 
[�] obviously belong to this

general class. It should be only noted that as the phase variable we have the pair

(z; x); not x: ) For system (9.10) we have, by de�nition,


(w) = jx(0)j2 + jy(T )j2 +
Z
T

0
jyj2 dt; where _y = u; y(0) = 0;

and one can show (see Appendix D) that the following estimate is valid:

jx(0)j2 + jx(T )j2 +
Z
T

0
jxj2 dt � const � 
(w): (9.11)
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Lemma 9.2. Let sequences w
n
= (x

n
; u

n
) and ~w

n
= (~x

n
; ~u

n
) satisfy the linear

system (9.10), and let

jj ~w
n
jj1 = jj~x

n
jj1 + jj~u

n
jj1 � o (

p


n
); (9.12)

where 

n
= 
(w

n
): Then, for w0

n
= w

n
+ ~w

n
; we have 
(w0

n
) � 


n
and


(w0

n
) = 
(w

n
) + o (


n
):

The proof is also given in Appendix D.

In our situation, this lemma implies that 8�;


[�](w0

n
) = 
[�]( �w

n
) + a

n
[�] � 


n
;

where a
n
[�] ! 0: Since the dependence on � here is linear, for any bounded set

M = f�g the following holds:

sup
�2M


[�](w0

n
) = sup

�2M


[�]( �w
n
) + b

n


n
;

where b
n
= b

n
(M)! 0: In particular, for M = �(R) we have


[�()](w0

n
) = 
[�()]( �w

n
) + o (


n
):

But then, from (9.7), we obtain 
[�()](w0
n
) � o (


n
); which, in view of (9.9),

contradicts (9.5). Theorem 9.1 is proved.

Thus, we are now in System (R0); and the weak 
 -su�ciency is satis�ed for the

trajectory ŵ in this system.

10 Passage to Problems (P1); (P ); and (Y�)

Consider now Problem (P1); which is obtained by adding the functional J = z(0)!
min to System (R0); and let us see what the set �(P1; ŵ) will look like here. This

set consists of all normalized collections � = ( =  
x
(t);  

z
; �0; �M ; �0; �L); where

�0 � 0; �
L
� 0; such that, for the corresponding functions

H[�](z; x; u) = z( ; r0(x)) +
P
u
i
( ; r

i
(x)) +  

z
� 0;
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l[�](z0; x0; xT ) = �0z(0) + �0(x(0)� a) + �
M
�x

M
(T ) + �

L
j�x

L
(T )j2;

the following conditions hold (we take into account that ẑ = 1) :

H[�](ẑ; x̂; û) =  r0(x̂) = const ;

_ 
z
= � r0(x̂);  

z
(0) = �0;  

z
(T ) = 0

(this implies  r0(x̂) = �0=T � 0 ),

_ = � r00(x̂);  (0) = �0;  (T ) = (��
M
; 0);

and still  r
i
(x̂) = 0; i = 1; : : : ; k � 1:

Here, a priori is possible that �0=T =  r0(x̂) > 0; i.e., that a \nonsingular"

 =  
x
can appear. But, from the transversality condition,  (T ) = (��

M
; 0); i.e.,

 (T ) 2 M; and from Proposition 9.1 it follows that  r0(x̂) = 0; i.e., �0 = 0 (and

also  
z
= 0 ).

Thus, in the passage from System (R0) to Problem (P1) no new  =  
x
appear,

and hence the Lagrange sets for them coincide: �(P1; ŵ) = �(R0; ŵ): (More precisely,

the set �(P1; ŵ) consists of all elements of the form (�0 = 0; �); where � 2 �(R0; ŵ);

and only of such elements.)

Further, the cone of critical variations in Problem (P1) is a halfspace in the sub-

space K(R0); namely,

K(P1) = f �w 2 K(R0) j �z(0) � 0 g:

(The additional inequality corresponds to the functional J of Problem (P1); which

was not present in Problem (R0): ) But from the point of view of the nonnegativity of

any homogeneous function of the second degree, a linear space and its halfspace are

equivalent; therefore, one can take K(P1) = K(R0):

These two facts imply

Theorem 10.1. Let the weak 
 -su�ciency be satis�ed for the trajectory ŵ in

System (R0): Then it is satis�ed also in Problem (P1); i.e., for some a > 0; we

have

max
�(P1)


[�]( �w) � a
( �w) 8 �w 2 K(P1): (10.1)

Thus, we are now in Problem (P1); and the weak 
 -su�ciency (10.1) is satis-

�ed for ŵ: Note that Problem (P1) almost coincides with Problem (S1); the only

di�erence is that instead of the constraint �x(T ) = x(T )� b = 0 we now have the

following two constraints: �x
M
(T ) = 0; j�x

L
(T )j2 � 0:
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Let us proceed further. Previously, we passed to Problem (S1) from Problem (S):

Let us now make the corresponding reverse passage, namely, from Problem (P1) to

the following problem.

Problem (P ):

_x = zu0r0(x) +
k�1X
i=1

u
i
r
i
(x); (10.2)

_z = 0; u0 � 1;

x(0) = a; �x
M
(T ) = 0; j�x

L
(T )j2 � 0:

J = z(0)! min;

i.e., we have \released" u0: (We had u0 = 1; and now we have u0 � 1: )

Since the admisssible control set has expanded, the corresponding Lagrange set �

can only narrow. But, in this case, no narrowing will take place.

Lemma 10.1. Problems (P ) and (P1) have one and the same set �(ŵ):

Proof. The introduction of u0 � 1 leads to the appearance of the additional

condition

H
u0
[�] =  r0(x̂) � 0 (10.3)

in the MP. But, for any � 2 �(P1); the following simply holds:  r0(x̂) = 0; hence,

� 2 �(P ): The inverse inclusion �(P ) � �(P1); as was already said, is obvious.

Remark. This lemma would be valid also for the usual boundary condition x(T ) =

0; i.e., for the passage from Problem (S1) to Problem (S); since, 8� 2 �(S1); the

following holds:  r0(x̂) = �0=T � 0; and this is just the additional condition (10.3)

in the MP for Problem (S):

Now it is important for us that  r0(x̂) = 0 in Problem (P1); from which, by

Lemma 10.1, it follows that the trajectory ŵ is singular in Problem (P ):

Theorem 10.2. The weak 
 -su�ciency for the trajectory ŵ in Problem (P1)

is equivalent to the weak 
 -su�ciency for this trajectory in Problem (P ):

The proof completely repeats the proof of Theorem 6.1 with the only di�erence that

in the violation function, instead of jx(T )�bj; one should everywhere take j�x
M
(T )j+

j�x
L
(T )j2: Since the term jx(T ) � bj actually took only \passive" participation in

all above considerations, nothing will change under such replacement. The detailed

veri�cation of this fact is left to the reader.
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Let us now pass from Problem (P ) to Problem (Y�); which is obtained from

Problem (P ) by the replacement of the di�erential equation (10.2) with the \ini-

tial"equation (5.1).

Problem (Y�):

_x = z

 
u0r0(x) +

k�1X
i=1

u
i
r
i
(x)

!
;

_z = 0; u0 � 1;

x(0) = a; �x
M
(T ) = 0; j�x

L
(T )j2 � 0;

J = z(0)! min :

Theorem 10.3. The weak 
 -su�ciency for the trajectory ŵ in Problem (P )

is equivalent to the weak 
 -su�ciency for this trajectory in Problem (Y�):

The proof is completely similar to the proof of Theorem 5.2.

At last, using Theorem 8.1 from [9], we can pass to the �nal point of our chain of

passages, namely, to

Problem ( ~Y ):

_x = z

 
u0r0(x) +

k�1X
i=1

u
i
r
i
(x)

!
; (10.4)

_z = 0; u 2 ~U; x(0) = a; (10.5)

�x
M
(T ) = 0; j�x

L
(T )j2 � 0; (10.6)

J = z(0)! min;

which di�ers from Problem (Y�) by the fact that here the admissible control set is not

the halfspace u0 � 1; but is the convex compact set ~U described in the end of Sec. 8.

Namely, similar to Theorem 5.1, the following holds:

Theorem 10.4. Let the trajectory ŵ satisfy the 
 -su�cient condition for the

weak minimum in Problem (Y�): Then ŵ is a point of the strict strong minimum

in Problem ( ~Y ) with the set ~U: Moreover, there exist "; C > 0; such that for all

w = (z; x; u) from the set jz � 1j + kx � x̂k
C
< "; satisfying (10.4) and (10.5), the

following estimate holds:

(z � 1)+ + j�x
M
(T )j+ j�x

L
(T )j2 � C 
(w � ŵ): (10.7)
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Now it remains to note, that if one neglects the 
 -estimate (10.7), i.e., if the second

statement of Theorem 10.4 is ignored, then the strict strong minimum (at the point

ŵ ) in Problem (~Y ) coincides with the strict strong minimum in Problem ( ~Z); which

(see Sec. 4) di�ers from Problem (~Y ) only by the fact that the boundary conditions

in it are of the initial form: �x(T ) = x(T )� b = 0; since, outside the 
 -estimates,

the constraints (10.6) have the same sense as �x(T ) = 0:

Thus, we have covered the path from System (R) to Problem ( ~Z) :

System (R) ! System (R0) ! Problem (P1) ! Problem (P ) !
! Problem (Y�) ! Problem (~Y ) ! Problem ( ~Z) ;

but this time not assuming the singularity of the trajectory ŵ in Problem ( ~Z):

Theorems 9.1, 10.1{10.4 imply

Theorem 10.5. Let the trajectory ŵ in System (R) satisfy the weak 
 -

su�ciency, i.e., let ŵ be quadratically rigid. Then, it is a point of the strict strong

minimum in Problem ( ~Z):

Thus, Theorem 8.1, the Main Theorem 1 of this paper, is proved.

This theorem is stronger than Theorem 5.2 from [1], since in the latter (a) only two-

dimensional distributions and only sub-Riemmanian metrics were admitted; (b) it was

assumed that inequality (7.21) was satis�ed for an individual quadratic form 
[ ]( �w)

for some  2 G
a
(	0); which is a more restrictive requirement; (c) not the strong

minimum was guaranteed, but only the minimum with respect to kwk1:

Part III

Su�cient Conditions

for Pontryagin Minimality

Consider again the initial Problem (Z) on the curve of minimum length, but now we

will study the presence of not the strong minimum, but of the Pontryagin minimum

(brie
y, � -minimum) at the given trajectory ŵ: Here it will be su�cient for us

to require from the submetric to satisfy Assumption A2 on the existence of a twice

smooth support (not necessarily strictly support) hyperplane in a neighborhood of the

trajectory x̂(t):
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11 Passage to Problems (Z�) and (S)

Let us again write Problem (Z) in an associated basis that is support for a given

submetric, and let us pass directly to Problem (Z�) with the subspace of controls.

Problem (Z�):

_x = z

 
u0r0(x) +

k�1X
i=1

u
i
r
i
(x)

!
; (11.1)

_z = 0; x(0) = a; x(T ) = b; (11.2)

u0 � 1; u1; : : : ; uk�1 are free,

J = z(0) �! min;

It is obvious that any su�cient condition for the � -minimum in Problem (Z�) will

automatically be a su�cient condition for the � -minimum in the initial Problem (Z);

therefore, we can apply the general 
 -su�cient conditions for � -minimum from [9]

to Problem (Z�): However, as in Sec. 5, let us �rst carry out a number of passages

that will enable us to simplify these conditions. Introduce the following notions.

De�nition 11.1. We will say that a sequence w
n
= (z

n
; x

n
; u

n
) converges in the

Pontryagin sense to ŵ = (ẑ; x̂; û) and we will write w
n

��! ŵ if

jz
n
� ẑj+ kx

n
� x̂k1 + ku

n
� ûk1 ! 0; ku

n
� ûk1 � O(1):

Let D be a subset of W containing ŵ:

De�nition 11.2. We will say that the property F holds on the set D if there

exists C > 0 such that for any sequence w
n
2 D; w

n

��! ŵ; the estimate

(z
n
� 1)+ + jx

n
(T )� bj � C
(w

n
� ŵ) (11.3)

holds for all su�ciently large n:

Now let us introduce the set

D(Z�) = fw j Eq. (11.1) holds; _z = 0; x(0) = a; u0 � 1g:

Theorems 7.1 and 7.2 in [9] imply

Theorem 11.1. The 
 -su�cient condition for the � -minimum for the trajec-

tory ŵ in Problem (Z�) is equivalent to the ful�lment of the property F on the set

D(Z�) .
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Further, as in Sec. 5, let us pass to Problem (S); which di�ers from Problem (Z�)

by the fact that Eq. (11.1) is replaced by the following equation:

_x = zu0r0(x) +
k�1X
i=1

u
i
r
i
(x): (11.4)

By analogy with Theorem 5.2, the following holds.

Theorem 11.2. The 
 -su�cient condition for the � -minimum in Problem (Z�)

is equivalent to the 
 -su�cient condition for the � -minimum in Problem (S) .

The proof, in view of Theorem 7.2 (ii) from [9], is a consequence of the following

lemma which is similar to Lemma 5.1.

Lemma 11.1. The ful�lment of the property F on the set D(Z�) is equivalent

to its ful�lment on the set D(S):

(The set D(S) was introduced in Sec. 6.) The proof almost literally repeats the

proof of Lemma 5.1.

Now let us write the 
 -su�cient condition for the � -minimum in Problem (S):

To this end, we must de�ne the corresponding objects. First, it is the cone of critical

variations for Problem (S) at the point ŵ; which, according to [9, Sec. 4], is K\N ;
where K is given by the linearization of all constraints of the problem, except for

the constraint on the control, and N consists of variations that are, for every t;

tangent to the admissible control set at the point û(t): In our case, 8 t; the tangent
cone to the set U� = fu 2 IRk ju0 � 1g at the point û(t) is one and the same:

N = f�u 2 IRk j �u0 � 0g:
Thus, K consists of all �w = (�z; �x; �u) satisfying the equations

_�x = �z r0(x̂) + r00(x̂)�x+ �u0r0(x̂) +
k�1X
i=1

�u
i
r
i
(x̂); (11.5)

_�z = 0; �x(0) = �x(T ) = 0; (11.6)

and the inequality �z � 0 (the linearization of the functional), while

N = f �w j �u0(t) � 0 a.e.g:
In addition, for the cone N; we determine the maximal linear subspace N0 � N ;

in our case it is the hyperplane �u0 = 0:

As was already proved, �(S; ŵ) = �(Z; ŵ): For each � we must consider the

corresponding Lagrange function �[�](w) and take its second variation 
[�]( �w) at

the trajectory ŵ: In the above, we wrote the quadratic form (7.11) for Problem (S1):
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Since Problem (S); as compared with Problem (S1); involves an additional control

u0; now two more terms will appear in the quadratic form, namely,

�
Z
T

0

�
�z�u0  r0(x̂) + �u0  (r

0

0(x̂) �x)
�
dt; (11.7)

but it would not a�ect the selection of � into sets G
a
(�) : one can show that, like

for Problem (S1); this selection is speci�ed by conditions (7.17) and (7.18); no other

conditions would appear (see Appendix C). However, we will not use this fact, as well

as a particular form of the functional 
[�]( �w); we only endow it with the subscript

S:

Further, according to [9, Sec. 4] (see also [5, 8]), for our control system (11.4), (11.2)

and for any �; we de�ne a cubic functional �[�]( �w); this functional is considered

under the linear constraints (11.5) and (11.6) for �u(t) 2 N0 almost everywhere (i.e.,

for �u0(t) = 0 a.e. in this case). Using this functional, we de�ne subsets E
a
(�) of

the sets G
a
(�): Precisely, 8 a the set E

a
(�) consists of all those � 2 G

a
(�); for

which the functional �[�]( �w) satis�es an additional equality-type condition on the

abovenoted subspace of �w: In our case, this condition means (see Appendix E) that

 (t) [ r
i
; [r

j
; r
s
] ] (x̂(t)) = 0 8 i; j; s = 1; : : : ; k � 1: (11.8)

Note that, in contrast to conditions (7.17) and (7.18), this condition now depends

on the choice of associated basis. Moreover, as was shown by A. A. Milyutin, if it is

satis�ed for some basis, then it is not satis�ed for all other su�ciently close bases.

Now we can formulate a su�cient condition for the � -minimum in Problem (S):

Theorems 7.1, 7.2, and 7.4 from [9] imply

Theorem 11.3. Suppose that, for some a > 0;



S
[E0(�(S))]( �w) � a
( �w) 8 �w 2 K \N : (11.9)

Then ŵ is a point of the strict � -minimum in Problem (S):

Inequality (11.9) is equivalent to the inequality



S
[E

a
(�(S))]( �w) � a
( �w) 8 �w 2 K \ N ; (11.10)

(here E
a
(�(S)) is automatically nonempty), and is also equivalent to the ful�lment of

the property F on the set D(S):
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12 Passage to u0 = 1

Thus, we have the 
 -su�cient condition for the � -minimum for the trajectory ŵ in

Problem (S): Let us now pass from the halfspace u0 � 1 to the subspace u0 = 1;

i.e., to Problem (S1): However, here it is not possible to make this passage directly, as

it was done in Sec. 6. We will make this passage in two steps: �rst, we will pass to an

intermediate Problem (S 1

2

); in which the control set U 1

2

is the stripe 1
2
� u0 � 1;

and only then to Problem (S1) with the control set u0 = 1: The reasons for using

the intermediate problem will be given below in the proof of Lemma 12.1.

Consider the �rst step of this passage. Since in a uniform neighborhood of û(t)

the set U� coincides with the set U1=2; in the passage from Problem (S) to Problem

(S 1

2

) the set �(ŵ) will not change; hence, the family of Lagrange functions and the

corresponding families of quadratic forms 
[�]( �w) and cubic functionals �[�]( �w) will

not change. In addition, the tangent cone N to the sets u0 � 1 and 1
2
� u0 � 1 at

the point û (for which û0 = 1) will be one and the same. Therefore, the sets G
a
(�)

and E
a
(�) for Problem (S 1

2

) will also be the same as for Problem (S): Thus, all the

objects taking part in the statement of the 
 -su�cient conditions for the � -minimum,

i.e., in the inequalities (11.9) and (11.10), will be the same for both problems. Hence,

the following is valid.

Theorem 12.1. The 
 -su�cient condition for the � -minimum in Problem (S)

coincides with the 
 -su�cient condition for the � -minimum in Problem (S 1

2

):

Now let us consider the passage from Problem (S 1

2

) to Problem (S1) with the

subspace u0 = 1 as the control set. As was established in Sec. 6, the set �(ŵ) is not

changed in this process.

Theorem 12.2. The 
 -su�cient condition for the � -minimum in Prob-

lem (S 1

2

) is equivalent to the 
 -su�cient condition for the � -minimum in Prob-

lem (S1):

The proof, in view of Theorem 7.2 (ii) from [9], is a consequence of the following

lemma.

Lemma 12.1. The validity of property F on the set D(S 1

2

) is equivalent to its

validity on the set D(S1):

The proof is similar to the proof of Lemma 6.2. Since D(S 1

2

) � D(S1); it is

su�cient, as before, to prove the implication ((): We will prove the contrapositive

implication. To this end, it is su�cient to prove that there exists "0 > 0 such that

if 0 < " � "0 and if a sequence w
n
2 D(S 1

2

); w
n
6= ŵ; w

n

��! ŵ; satis�es the

estimate

�(w
n
) = (z

n
� 1)+ + jx

n
(T )� bj � " 
(w

n
� ŵ); (12.1)
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then there exists a sequence w0
n
2 D(S1); w0

n
6= ŵ; w0

n

��! ŵ; for which

�(w0

n
) � Q"
(w0

n
� ŵ); (12.2)

where Q is a constant that does not depend on the sequence and on ":

Let us follow the proof of Lemma 6.2. Let be given a sequence w
n

satisfying

(12.1) with some " > 0: As before, reparametrize each its term in such a way that for

a new sequence w0
n
we will have u00;n(t) = 1: Since we have 1

2
� u0;n(t) � 1 (i.e.,

� = 1=2); the function s
n
(t) de�ned by formula (6.8) will still de�ne a bi-Lipschitzian

mapping of the interval [0; T ] onto itself (1
2
� _s

n
(t) � 2); therefore, the required

parametrization is available. (It is just at this point we use the fact that u0;n(t) is

bounded away from zero. If, as before, we had only the inequality u0;n(t) � 1; then,

since now u
n
converges to û not uniformly, but only in the Pontryagin sense, for all

n the inequality u0;n(t) < 0 could hold on a set of positive measure, and then the

above reparametrization of the trajectory w
n
would not be available.)

The trajectory w0
n
constructed by the formulas (6.10) and (6.11) belongs to D(S1):

Since
R
T

0 j1� u0;nj dt! 0; we have �
n
! 1� 0; and therefore, also z0

n
! 1� 0; and

since 8 i = 1; : : : ; k � 1;

Z
T

0
ju0
i;n
(s)j ds =

Z
T

0
ju
i;n
(t)j dt! 0;

from (6.12) and Gronwall-type estimates we easily obtain kx0
n
� x̂k

C
! 0: Therefore,

w0
n

��! ŵ:

The order 
 for Problems (S 1

2

) and (S1) is determined by the same formulas

(6.5) and (6.6); therefore, inequality (12.1) for w
n
means, similar to (6.16), that the

following holds (we omit the subscript n ):

(z � 1)+ + jx(T )� bj � "
�
j�zj2 + j�y0(T )j2 + �(y)

�
: (12.3)

And we want to show that then the following inequality holds:

(z0 � 1)+ + jx(T )� bj � Q"
�
j�z0j2 + �(y0)

�
; (12.4)

where Q does not depend on the sequence and on ":

Since inequalities (6.9) now hold for � = 1
2
; then (6.18) also holds for this �; i.e.,

1

2
�(y) � �(y0) � 2 �(y): (12.5)

Further, we set p = �(1=T )�y0(T ) and by analogy with (6.20), we obtain the estimate

(z � 1)+ + jx(T )� bj � " � C(T )
�
j�z0j2 + p2 + �(y0)

�
; (12.6)
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where C(T ) is a constant that depends only on T:

Denote by M
"
the class of all sequences w

n
2 D(S 1

2

); w
n

��! ŵ; w
n
6= ŵ (for

large n); satisfying the estimate (12.3), or, which is the same, satisfying the estimate

(12.1). Assume that there exist "0 > 0 and a constant K such that for any sequence

from the class M
"0
; the following estimate holds:

p2 � K
�
j�z0j2 + �(y0)

�
: (12.7)

Since under the decrease of "; the class M
"
narrows, this constant K �ts for any

class M
"
with " < "0: And since it is just su�cient for us to consider " � "0; from

(12.6), (12.7), and from the inequality z0 � z; we obtain the required estimate (12.4).

Now let us show that such a constant K exists for the class M
"
even for any

" > 0: Assume that for some " > 0 there is no such constant, i.e., for any � > 0;

there exists a sequence w
n
from the class M

"
for which

j�z0j2 + �(y0) � � p2: (12.8)

Then, from (12.6), we obtain

(�z)+ + jx(T )� bj � " � C(T ) (1 + �) p2: (12.9)

Here, ��z = �z0 + p; and �! 1; therefore,

(�z0 + p)+ � 2C" (1 + �) p2: (12.10)

From (12.8), it follows that j�z0j � p
�p: Let us assume that � � 1=4: Then p � 0

implies (�z0 + p)+ � (1 � p�)p � 1
2
p; and, by virtue of (12.10), 1

2
p � 3C" p2; and

from here, since p
n
! 0+ (we again write the subscript n); it obviously follows that

p
n
= 0 for large n:

But then also �z0
n
= 0; and �z

n
= 0; i.e., z

n
= 1; and, by virtue of (12.8), we have

�(y0
n
) = 0; hence, �(y

n
) = 0; i.e., u

i;n
(t) � 0; i = 1; : : : ; k � 1: In addition, p

n
= 0

implies �
n
= 1; u0(t) � 1; and then x

n
= x̂

n
: Thus, for large n; the trajectory w

n

coincides with ŵ; which contradicts the de�nition of the class M
"
: Therefore, the

required constant K does exist. (It is clear from the above arguments that K = 4

obviously �ts.) Lemma 12.1 is proved, and thus, Theorem 12.2 is also proved along

with this lemma.
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13 Quadratic Conditions for � -Minimum

in Problem (S1)

Thus, we have passed to the 
 -su�cient conditions for the � -minimum in Prob-

lem (S1): In this problem, the control u 2 IRk�1 is free, therefore, according to Sec. 11

(see also [5, 9]), the 
 -conditions for the � -minimum di�er from the 
 -conditions

for the weak minimum by the additional condition (11.8), to which � 2 �(ŵ) or,

which is the same,  2 	(ŵ); should satisfy. The conditions for weak minimum in

Problem (S1) were written out in Sec. 7. The cone of critical variations here is the

subspace given by relations (7.6), (7.8), and (7.9); the quadratic form 
[ ]( �w) has

the form (7.11), the order 
 is given by formula (7.19). The set G
a
(	) consists of all

 2 	 satisfying conditions (7.17), and (7.18), and the set E
a
(	) consists of those  

that satisfy both these conditions and relations (11.8).

According to Theorem 7.1(ii) from [9], the 
 -su�cient condition for the � -

minimum for the point ŵ in Problem (S1) consists in the fact that, for some a > 0;

the following holds:


 [E0(	)]( �w) � a

Z
T

0
j�yj2 dt 8 �w 2 K: (13.1)

(This inequality automatically implies that E0(	) is nonempty.)

According to [4, 5, 7], this condition is equivalent to the fact that, for the same a > 0;

the following holds:


 [E
a
(	)]( �w) � a

Z
T

0
j�yj2 dt 8 �w 2 K: (13.2)

From here, in view of Theorems 12.2, 12.1, and 11.2, we obtain the �nal form of

quadratic su�cient conditions for the � -minimum for the singular trajectory ŵ in

Problem (Z�):

Theorem 13.1. Let ŵ = (ẑ = 1; x̂(t); û = (1; 0; : : : ; 0)) be a singular trajectory

of Problem (Z�); and, for some a > 0; let inequality (13.1) or (13.2) be satis�ed for

this trajectory. Then ŵ is a point of the strict � -minimum in Problem (Z�):

Recall that � -minimum in Problem (Z�) with the subspace of controls u0 � 1

means that for any bounded set B � IRk; in Problem (Z�) with the control set

fu0 � 1g \ B; the point ŵ gives the minimum with respect to the norm kwk1 =

jzj+ kxk
C
+ kuk1:

Now, as in Sec. 7, let us use Corollary 2 of Lemma 3.1, which asserts that the

singularity of the trajectory ŵ in Problem (Z�) is equivalent to its singularity in the

initial Problem (Z); and use the notion of the sheaf of submetrics corresponding to a

given basis. Then we obtain the following strengthening of Theorem 13.1.
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Theorem 13.2. Let ŵ = (ẑ = 1; x̂(t); û = (1; 0; : : : ; 0)) be a singular trajectory

of Problem (Z�) written in an associated basis, and let this trajectory satisfy inequality

(13.1) or (13.2) for some a > 0: Then in Problem (Z) with any submetric from the

sheaf that corresponds to this basis, ŵ is a point of the strict minimum with respect

to the norm kwk1:

The above is exactly the result of the \direct" application of the general quadratic

conditions for the � -minimum from [9] to Problem (Z): As in Sec. 7, a shortcoming

of this result is the assumption of the singularity of ŵ that is present in it. In Sec. 14,

we will show that here again one can get rid of this assumption.

For the time being, as in Sec. 7, note that the functional J in no way enters condi-

tions (13.1) and (13.2), and these conditions themselves coincide with the 
 -su�cient

conditions for the so-called Pontryagin rigidity of the trajectory ŵ for System (R);

that were obtained in [15].

De�nition 13.1 [15]. A smooth � -admissible curve x̂(t); t 2 [0; T ]; connecting

the points a and b; is called Pontryagin-type rigid (brie
y, � -rigid) with respect to

a given associated basis, if the corresponding trajectory (x̂(t); û(t) = (1; 0; : : : ; 0)) of

the system _x = u0r0(x) +
P
u
i
r
i
(x) has the following property: for any K; h > 0;

there exists an " > 0 such that any trajectory (x(t); u(t)); t 2 [0; T ]; of this system

connecting the same points and satisfying the inequalities kx� x̂k
C
+ ku � ûk1 < ";

kuk1 � K; and u0(t) � h a.e., is a reparametrization of the trajectory (x̂(t); û(t)):

It is easy to show that this property is equivalent to the fact that, for any K; the

trajectory ŵ = (ẑ = 1; x̂(t); û = 0) of System (R) is isolated with respect to the

norm kwk1 in the set of all trajectories of this system on the given interval [0; T ];

satisfying the constraint kuk1 � K:

De�nition 13.2 [15]. The trajectory ŵ = (ẑ = 1; x̂(t); û = 0) of System (R) is

called quadratically � -rigid in a given associated basis, if it satis�es inequality (13.1)

or (13.2) for some a > 0:

In [15], it is proved that any quadratically � -rigid trajectory is � -rigid in the

given basis. The property of quadratic � -rigidity, in contrast to that of \ordinary"

rigidity, depends on the choice of associated basis (since the ful�lment of condition

(11.8) depends on the choice of basis); more precisely, this property depends on the

choice of subspace �0(x) and does not depend on the choice of basis in �0(x) and

also on the parametrization of the curve x̂:

Using the introduced notions, we get the following reformulation of Theorem 13.2,

which relates the concepts of � -rigidity and � -minimum.
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Theorem 13.3. Let a singular trajectory ŵ = (ẑ = 1; x̂(t); û = (1; 0; : : : ; 0)) of

Problem (Z�); written in an associated basis, be quadratically � -rigid. Then it is a

point of the strict � -minimum in Problem (Z�); or, in other words, it is a point of the

strict minimum with respect to the norm kwk1 in Problem (Z) with any submetric

from the sheaf determined by the given basis.

In order to prove this theorem, we have covered the following path:

Problem (Z) ! Problem (Z�) ! Problem (S) !

! Problem (S 1

2

) ! Problem (S1) ! System (R) :

Here we complete the procedure of direct application of the general quadratic

su�cient conditions for the � -minimum for singular trajectories to the problem on

geodesics, and pass to the elimination of the assumption of singularity of ŵ:

14 Conditions for � -Minimality of

Quadratically � -Rigid Trajectories

In this section, our goal is to get rid of the assumption of singularity in Theorems 13.1{

13.3, i.e., to prove the following theorem.

Theorem 14.1 (Main Theorem 2). Let the trajectory ŵ = (ẑ = 1; x̂(t); û =

(0; : : : ; 0)) of System (R); written in an associated basis be quadratically � -rigid,

i.e., let it satisfy inequality (13.1) or (13.2) for some a > 0: Then it is a point of the

strict � -minimum in Problem (Z�) for this basis, and, therefore, it is a point of the

strict minimum with respect to kwk1 in Problem (Z) with any submetric from the

sheaf determined by this basis.

To prove this theorem, we will cover the same path as in Secs. 11{13, but in the

reverse order: from System (R) to Problem (Z�); as was done in Part II. In contrast

to the situation of Sec. 8, now the basis is �xed: it is one and the same in System (R)

and in Problem (Z�): In addition, since the second statement of Theorem 14.1 (about

Problem (Z) ) is a trivial consequence of the �rst one (about Problem (Z�)); and

Problem (Z�) does not involve a submetric, the submetric in fact does not take part

in the proof of this theorem at all.

Thus, let the trajectory ŵ of System (R) satisfy conditions (13.1) or (13.2) for

a > 0: As in Sec. 9, let us �rst pass to System (R0): As was shown, in this passage the
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subspace of critical variations expands, and the set �(ŵ) expands too. Lemma 9.1,

which describes the set �(R0; ŵ); is still valid. Moreover, this lemma implies the

following property that will be useful for us.

Lemma 14.1. Under the injection from Lemma 9:1; the set E
a
(�(R0)) is,

up to normalization, the convex hull of the set �((E
a
(�(R)))) and of the point �0:

(Obviously, �0 2 Ea(�(R0)); for it has  � 0:)

The passage to System (R0) is ensured by the following theorem.

Theorem 14.2. Let the quadratic � -rigidity holds for the trajectory ŵ in Sys-

tem (R): Then it holds also in System (R0):

The proof is similar to the proof of Theorem 9.1 with the only di�erence that the

quadratic condition of � -rigidity involves the maximum not over all � 2 �; but only

over � 2 E0(�) (or over E
a
(�) ). However, this fact does not a�ect the validity of all

considerations in the proof of Theorem 9.1.

Further, we pass to Problem (P1); which is obtained by adding the functional

J = z(0) ! min to System (R0): As was proved in Sec. 10, the subspace of critical

variations and the set �(ŵ) do not change under this procedure; therefore, by analogy

with Theorem 10.1, the following theorem holds.

Theorem 14.3. Let the Pontryagin 
 -su�ciency hold for the trajectory ŵ in

System (R0): Then it holds also in Problem (P1); i.e., for some a > 0; we have

max
Ea(�(P1))


[�]( �w) � a
( �w) 8 �w 2 K(P1): (14.1)

The next step consists in the passage from Problem (P1) to Problem (P 1

2

) in

which the equation

_x = z r0(x) +
k�1X
i=1

u
i
r
i
(x) (14.2)

is replaced by

_x = z u0r0(x) +
k�1X
i=1

u
i
r
i
(x); (14.3)

and the control u0 that has appeared is bounded by the inequalities 1
2
� u0 � 1: By

analogy with Theorem 12.2, the following theorem holds.

Theorem 14.4. The 
 -su�cient condition for the � -minimum in Problem (P1)

is equivalent to the 
 -su�cient condition for the � -minimum in Problem (P 1

2

):
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With account for Theorem 7.2 (ii) from [9], the proof is a consequence of the

following lemma.

Lemma 14.2. The ful�lment of the property F on the set D(P1) is equivalent

to its ful�lment on the set D(P 1

2

):

The proof repeats the proof of Lemma 12.1 with the only di�erence that now one has

to take j�x
M
(T )j+ j�x

L
(T )j2 instead of jx(T )� bj in the violation function. Notice

again that since the term jx(T ) � bj took only \passive" part in all considerations,

nothing will change under such replacement. The detailed veri�cation of this fact is

left to the reader.

Then we pass from Problem (P 1

2

) to Problem (P ) with the control set u0 � 1:

Since this set and the set 1
2
� u0 � 1 coincide in a neighborhood of the point û0 = 1;

the tangent cone N and the set �(ŵ) will not change under such passage. Therefore

(as in Sec. 12), the families of Lagrange functions, the families of second variations


[�]( �w) of these functions, and the families of corresponding cubic functionals �[�]( �w)

will not change as well. Thus, all the objects taking part in the formulation of the 
 -

su�cient conditions for the � -minimum in both problems will be the same. Hence,

by analogy with Theorem 12.1, the following theorem holds.

Theorem 14.5. The 
 -su�cient condition for the � -minimum in Prob-

lem (P 1

2

) is equivalent to the 
 -su�cient condition for the � -minimum in Prob-

lem (P ):

Finally, let us pass from Problem (P ) to Problem (Y�) (see Sec. 10), which is

obtained as a result of replacement of the equation (14.3) by the initial equation (11.1)

(in which the whole right-hand side, not only its �rst term, is multiplied by Z ).

Lemma 14.3. The validity of property F on the set D(P ) is equivalent to its

validity on the set D(Y�):

The proof is similar to the proof of Lemma 11.1, which, in turn, almost literally

repeats the proof of Lemma 5.1.

This lemma and Theorem 7.2 (ii) from [9] yield the following theorem, which is

similar to Theorem 11.2.

Theorem 14.6. The 
 -su�cient condition for the � -minimum in Problem (P )

is equivalent to the 
 -su�cient condition for the � -minimum in Problem (Y�):

Summing up the passages made, from Theorems 14.2{14.6, we obtain the following

theorem.
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Theorem 14.7. Let the trajectory ŵ in System (R) satisfy the quadratic � -

rigidity, i.e., let inequality (13.1) or (13.2) hold for some a > 0: Then ŵ satis�es

the 
 -su�cient condition for the � -minimum in Problem (Y�); and hence is a point

of the strict � -minimum in Problem (Y�):

Now, as in Sec. 10, it remains to note that the strict � -minimum in Problem (Y�)

coincides with the strict � -minimum in Problem (Z�); which di�ers from Prob-

lem (Y�) only by the fact that the right boundary condition in it has the initial form

x(T )� b = 0: Therefore, Theorem 14.7 implies Theorem 14.1; the proof of the latter

one has been just the aim of this section.

Thus, here we have covered the following path:

System (R) ! System (R0) ! Problem (P1) ! Problem (P 1

2

) !

! Problem (P ) ! Problem (Y�) ! Problem (Z�) ;

but now without assumption on the singularity of the trajectory ŵ in Problem (Z�):

Part IV

Special Cases, Examples and

Proofs of Auxiliary Statements

15 Special Cases

It will be shown here into what transform the Main Theorems in two special cases,

namely, when the distribution is two-dimensional and when the segment of the curve

is su�ciently small.

15.1 Two-dimensional case.

Let k = dim�(x) = 2: Then, in Problem (S1) and System (R); the control is

one-dimensional: u = u1 2 IR: As is well known, the problems with one-dimensional
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control are essentially simpler than those with multidimensional control. In the case

of one-dimensional control, condition (11.8) (and also condition (7.17)) is automat-

ically satis�ed; hence, E
a
(�) = G

a
(�); and the 
 -su�cient condition for the � -

minimum in Problems (Z�); (S); and (S1) coincides with the 
 -su�cient condition

for the weak minimum, while the quadratic rigidity in System (R) coincides with

the quadratic � -rigidity. But, since the quadratic rigidity of a trajectory is pre-

served in any associated basis, Theorem 14.1 implies the following theorem for the

two-dimensional distribution:

Theorem 15.1. Let a � -admissible curve x̂(t) connecting points a; b be

quadratically rigid, i.e., let in some associated basis the trajectory ŵ = (ẑ = 1; x̂(t); û =

0) of System (R) satisfy inequality (7.20) or (7.21) for some a > 0: Then, in any as-

sociated basis, the trajectory ŵ is a point of the strict � -minimum in Problem (Z�);

and hence, for any submetric that has a support (not necessarily strictly support) hy-

perplane in a neighborhood of x̂(t); the trajectory ŵ = (ẑ = 1; x̂(t); û = (1; 0; : : : ; 0))

is a point of the strict minimum in Problem (Z) with respect to kwk1 .

Let us compare this theorem with Theorem 8.1. In both these theorems, the

hypothesis is one and the same. The conclusion of Theorem 15.1 di�ers from that of

Theorem 8.1 by the fact that, on the one hand, no strictness of the support hyperplane

is now required, but, on the other hand, only the minimality with respect to kwk1 is

guaranteed for the given trajectory, instead of the strong minimality.

Theorem 15.1 is still stronger than Theorem 5.2 from [1]: in the latter only the

sub-Riemannian metric is admitted, and inequality (7.21) should be satis�ed for an

individual quadratic form for some  2 G
a
(	0)) .

15.2 Su�cient conditions for small segments of curve.

Let x̂(t); t 2 [0; T ]; be a � -admissible curve, and let ŵ = (ẑ = 1; x̂(t); û =

(1; 0; : : : ; 0)) be the corresponding trajectory of Problem (Z) in some associated basis.

We will consider this problem and also the corresponding System (R) on any segment

� = [t1; t2] � [0; T ] with the endpoint conditions x(t1) = x̂(t1) and x(t2) = x̂(t2);

i.e., we will study the question of minimality and of rigidity of the given segment of the

curve in the set of all � -admissible curves connecting the initial and terminal points

of this segment. The corresponding problem, system, and trajectory will all be marked

by the subscript � .

For the trajectory ŵ�; it will be convenient for us to introduce the set

G+(	0(ŵ�)) =
[
a>0

G
a
(	0(ŵ�)): (15.1)

First, let us give the following de�nition, which do not involve the submetric.
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De�nition 15.1. Following [15], we call the curve x̂(t) quadratically rigid on

small segments if there exists � > 0 such that for any segment � � [0; T ] of length

j�j � �; the set G+(	0(ŵ�)) is not empty, i.e, there exists an n -dimensional Lips-

chitz function  (t) that satis�es the adjoint equation (7.1), relations (7.2) and (7.17),

and inequality (7.18) for some a = a(�) > 0 on � .

As is shown in [15, Sec. 6], the ful�lment of this "local" property does not imply

even the stationarity of the trajectory ŵ on the whole interval [0; T ]; i.e., it does not

imply the nonemptiness of 	0(ŵ); not to mention the nonemptiness of G+(	0(ŵ)):

On the other hand, the following theorem is proved in [15, Sec. 5] and [9, Sec. 6].

Theorem 15.2. Let the curve x̂(t) be quadratically rigid on small segments.

Then there exists � > 0 such that for any � � [0; T ]; j�j � �; inequality (7.21)

holds for some a = a(�) > 0; i.e., the curve x̂�(t) is quadratically rigid.

Thus, if the curve is quadratically rigid on small segments, then all its su�ciently

small segments are indeed quadratically rigid, i.e., the sense of the above-introduced

notion corresponds to its wording.

Now let some submetric be given. Let us write Problem (Z) in an associated basis

for the given curve x̂(t); which is a support one for this submetric.

De�nition 15.2. We say that a curve x̂(t) yields the Pontryagin (strong)

minimum in Problem (Z) on small segments if there exists � > 0 such that, for any

� � [0; T ]; j�j � �; the trajectory ŵ� = (ẑ = 1; x̂(t); û = (1; 0; : : : ; 0)) yields the

Pontryagin (respectively, strong) minimum in Problem (Z�) .

De�nition 15.3. We say that a curve x̂(t) yields the global minimum of distance

on small segments if there exists � > 0 such that, for any � � [0; T ]; j�j � �; the

curve x̂� is the shortest one among all � -admissible curves connecting the same

initial and terminal points, i.e., the corresponding trajectory ŵ� is a point of the

global minimum in Problem (Z�) with the given submetric.

Lemmas 8.1{8.3 from [9] imply the following lemma.

Lemma 15.1. If the curve x̂(t) yields the strong (the strict strong) minimum of

distance on small segments in Problem (Z); then it yields the global (the strict global)

minimum of distance on small segments as well.

From here, by Theorems 15.2 and 8.1, we obtain the following theorem.

Theorem 15.3 (su�cient condition for the global minimum on small segments).

Let a curve x̂(t) be quadratically rigid on small segments. Then, for any submetric on
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�(x) having a strict support hyperplane in a neighborhood of x̂(t); this curve yields

the strict global minimum of distance on small segments.

This theorem is stronger than the results of [13, Theorem 5] and [1, Corol-

lary 5.2], since in both these papers: (a) only two-dimensional distributions and

only sub-Riemannian metrics are admitted; (b) it is assumed that G+(	0(ŵ[0; T ])) is

nonempty, whereas in Theorem 15.3 the trajectory ŵ can be even nonstationary on

the whole interval [0; T ] .

Let us pass to the consideration of Theorem 14.1 on the Pontryagin minimum.

Recall that the Pontryagin minimum in Problem (Z) with any submetric is equivalent

to the minimum with respect to kwk1: First, we prove the following simple fact.

Lemma 15.2. If the trajectory ŵ yields the � -minimum on small segments in

Problem (Z); then it yields the strong minimum on small segments as well, and hence,

by Lemma 15:1; it also yields the global minimum on small segments. The same is

true for the strict minima.

Proof. Let there exist � > 0 such that for any closed interval � � [0; T ] of

length j�j � �; there exists " = "(�) > 0 such that for any admissible trajectory

w� = (z; x; u) of Problem (Z�) satisfying the inequality

jz � 1j+ kx� x̂k
C
+ ku� ûk1 < 2"; (15.2)

the inequality J(w�) � J(ŵ�) holds. It follows from the compactness arguments that

" can be assumed to be common for all �; j�j � � .

Thus, there exist �; " > 0 such that for any closed interval � � [0; T ] of length

j�j � �; for any admissible trajectory w� = (z; x; u) of Problem (Z�); satisfying

inequality (15.2), we have J(w�) � J(ŵ�) .

Let a number K be such that jU(x)j � K for all x from the " -neighborhood of

the set �̂: Then, for any admissible w� satisfying the inequality jz�1j+kx� x̂k
C
<

"; we have u(t) 2 U(x(t)); and hence,
R
� ju � ûj dt � 2K�; therefore, assuming

� < "=(2K); we obtain that, for all such w�; inequality (15.2) automatically holds,

hence J(w�) � J(ŵ�); and thus the strong minimality of w� on small segments is

established. The lemma is proved.

Similar to (15.1), let us now introduce the following set:

E+(	0(ŵ�)) =
[
a>0

E
a
(	0(ŵ�)); (15.3)

whose nonemptiness, as was already noted, depends on the choice of associated basis,

and let us give the following de�nition.
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De�nition 15.4. The curve x̂(t) is called quadratically � -rigid on small seg-

ments in a given associated basis if there exists � > 0 such that for any segment

� � [0; T ] of length j�j � �; the set E+(	0(ŵ�)) is nonempty, i.e., there exists an

n -dimensional Lipschitzian function  (t) satisfying the adjoint equation (7.1), rela-

tions (7.2), (7.17), and (11.8), and inequality (7.18) on � for some a = a(�) > 0 .

Lemma 15.2 and Theorem 14.1 imply the following theorem.

Theorem 15.4. Let the trajectory ŵ of System (R) written in some associ-

ated basis be quadratically � -rigid on small segments. Then, for any submetric from

the sheaf determined by this basis, this trajectory yields the strict global minimum in

Problem (Z�) for small �; i.e., it is strictly shortest between its endpoints on small

segments.

For the two-dimensional distribution, this theorem is stated as follows. (We again

take into account the fact that for the two-dimensional �(x); the quadratic � -rigidity

is equivalent to the \ordinary" quadratic rigidity, and the latter does not depend on

the choice of associated basis.)

Theorem 15.5. Let the trajectory ŵ of System (R) be quadratically rigid on

small segments. Then this trajectory yields the strict global minimum of distance on

small segments for any submetric on �(x); having a support hyperplane in a neigh-

borhood of x̂(t) .

This theorem is somewhat stronger than Theorem 15.3 (but only for two-

dimensional distributions), since the strictness of the support hyperplane is not required

here. It follows also from Theorem 15.1 and Lemma 15.2.

16 Examples

Here we consider several examples.

Example 1. Let the distribution in IR3 be given by the following two vector

�elds:

r0(x) = b(x1)
@

@x2
+ c(x1)

@

@x3
and r1(x) =

@

@x1
;

where b and c are twice smooth functions of the scalar argument, satisfying the

conditions

b(0) = 1; c(0) = c0(0) = 0; c00(0) 6= 0: (16.1)
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The corresponding control system has the form _x = u0 r0(x) + u1 r1(x); i.e.,

_x1 = u1; _x2 = b(x1)u0; _x3 = c(x1)u0:

We will study the trajectory x̂(t) = (0; t; 0); û(t) = (1; 0); t 2 [0; T ]; with an

arbitrary �xed T > 0: This trajectory connects the points (0; 0; 0) and (0; T; 0) .

(This example is a generalization of examples from [16, 13, 19]. The example from

[16] corresponds to b � 1; c = x21; the example from [13] to b = 1 � x1; c = x21;

and the example from [19] to c(x1) = b(x1)x
2
1 with some speci�c function b: In all

these papers, the sub-Riemannian metric, in which the given basis is orthonormal, is

considered.)

The basis r0; r1 is associated for x̂(t); and the corresponding System (R) has

the following form:

_x1 = u1; _x2 = z b(x1); _x3 = z c(x1); _z = 0;

x(0) = (0; 0; 0); x(T ) = (0; T; 0):

The control in this system is one-dimensional; û1 = 0; ẑ = 1: Here H =  1u1 +

 2zb(x1) +  3zc(x1); and, by de�nition, the set 	0 consists of all 3 -dimensional

functions  (t) normalized by j (0)j = 1; satisfying the adjoint system (7.1), i.e.,

_ 1 = � 2 b0(0)�  3 c
0(0); _ 2 = 0; _ 3 = 0;

and relations (7.2), i.e.,  1 = 0;  2b(0) +  3c(0) = 0 .

In view of (16.1), this implies that 	0 consists of two constant vectors  =

�(0; 0; 1): For each of these vectors, the Lagrange function (7.10) is of the form

�[ ](z; x; u) =  3

 
x3(0)� x3(T ) +

Z
T

0
( _x3 � zc(x1)) dt

!
;

and the second variation of this function is


 [ ](�z; �x; �u) = � 3
Z
T

0
c00(0) �x21 dt:

The subspace of critical variations is given by the linearization of all constraints

of System (R): Among the obtained relations we will have the equation _�x1 = �u1;

�x1(0) = 0: Since the Goh variable �y = �y1 2 IR1 satis�es the same equation _�y1 = �u1;

�y1(0) = 0; we have �x1 = �y1; and, choosing  3 = sign c00(0); we obtain


 [ ](�z; �x; �u) � jc00(0)j �
Z
T

0
j�yj2 dt;

whence inequality (7.20) is satis�ed.
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Then, from Theorem 8.1 we conclude that, for any T and any submetric having

a strict support hyperplane in a neighborhood of x̂(t) (in particular, for any sub-

Riemannian metric), the trajectory x̂(t) yields the strict strong minimum, and any

su�ciently small segment of this trajectory yields the strict global minimum of distance

between the endpoints of this segment. If the submetric has only a nonstrict support

hyperplane, then, by Theorem 15.1, the trajectory ŵ yields the strict minimum with

respect to kwk1; and any su�ciently small segment of this trajectory still yields the

strict global minimum by Theorem 15.5. (In [16, 13, 19], for the corresponding exam-

ples, the strict global minimality is established only for small segments and only for

sub-Riemmanian metrics.)

Notice that if b0(0) = 0; then the trajectory x̂ can be nonsingular for some

submetrics in the corresponding Problems (Z) and (S1): For example, if one takes

the standard Euclidean metric '(x; u) = juj in the above basis (i.e., if one assumes

that this basis is orthonormal), then this basis will be a support one for this metric (the

hodograph juj � 1 is contained in the halfspace u0 � 1); and in the corresponding

Problem (Z); or, what is equivalent, in Problem (S1); which is obtained by adding

the functional J = z(0)! min to System (R); the maximum principle for the given

trajectory will be ful�lled also with the vector  = (0; 1; 0); which does not belong to

	0(ŵ); since it is not orthogonal to �(x̂): (For this vector, H(ŵ) =  2ẑ b(0) = 1 > 0: )

However, by Theorems 8.1, 15.1, and 15.5, this fact does not a�ect the validity of the

statements on the minimality of ŵ .

Example 2. In [13], the proof of minimality of a certain class of abnormal tra-

jectories is reduced (with the help of some special transformations) to the study of the

following system, which the authors of that paper call the \normal form":

_x1 = ua(x) + v x1b1(x);

_x2 = v (1 + x1b2(x));

_x
i
= v x1bi(x); i = 3; : : : ; n:

The examined trajectory is û � 0; v̂ � 1; x(0) = (0; x02; 0; : : : ; 0);

i.e., x̂(t) = (0; x02 + t; 0; : : : ; 0) .

It is assumed that b3(x) = x1�1(x) + x3�3(x) + : : :+ x
n
�
n
(x);

all functions a; b
i
; and �

i
are smooth, and �1(x̂(t)) 6= 0 8 t .

The assumptions on the coe�cient b3 imply that

b3(x̂(t)) = 0;
@b3

@x1
(x̂(t)) 6= 0 8 t: (16.2)

(In essence, those assumptions are equivalent to these conditions.)
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In [13], the sub-Riemannian metric with the unit ball u2+ v2 � 1 was considered,

and it was proved that the su�ciently small segments of the given trajectory yield the

strict global minimum with respect to this submetric.

Here u = u1 and v = u0 in our notations, and the basis in which the system is

written is associated for the trajectory x̂(t): We put a(x) � 1 (or, which is the same,

we introduce a new control u1 = a(x)u ), �x any interval [0; T ]; and show that the set

G+(	0) is not empty for the given trajectory; hence, this trajectory is quadratically

rigid on small segments. From here, by Theorem 15.5, it follows that x̂ yields the

strict global minimum on small segments with respect to any submetric having twice

smooth support hyperplane in a neighborhood of x̂(t); in particular, with respect to

any sub-Riemannian metric, not necessarily having the given basis as orthonormal.

System (R) here has the following form (we make the change of variables v 7! z) :

_x1 = u+ z x1b1(x); _x2 = z (1 + x1b2(x)); _x
i
= z x1bi(x); i = 3; : : : ; n:

The Pontryagin function is H = u 1+ z  2+ z x1
P
n

i=1  ibi(x): The set 	0 consists

of all n -dimensional functions  (t) normalized by j (0)j = 1 satisfying the adjoint

system (7.1):

_ 1 = �
nX
i=1

 
i
b
i
(x̂); (16.3)

_ 2 = 0; _ 3 = 0; i = 3; : : : ; n;

and the orthogonality conditions (7.2):

u 1 + v  2 + v x̂1

nX
i=1

 
i
b
i
(x̂) = 0 8u; v;

from which  1 = 0;  2 = 0 .

We will not describe the whole set 	0; indicate only the following two constant

vectors contained in this set:  = � (0; 0; 1; 0; : : : ; 0); with � = �1 (here the ful�lment

of (16.3) is ensured by the relation b3(x̂) = 0): For each of these  the Lagrange

function is

�[ ](z; x; u) = �

 
x3(0) � x3(T ) +

Z
T

0
( _x3 � z x1b3(x)) dt

!
;

and the second variation of this function at the trajectory x̂(t) is


 [ ](�z; �x; �u) = ��
Z
T

0
ẑ �x1

�
�x1�1(x̂) + �x3�3(x̂) + : : :+ �x

n
�
n
(x̂)
�
dt:

The subspace of critical variations is given by the relations

_�x1 = �u + �x1b1(x̂); _�x2 = �z + �x1b2(x̂);
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_�x
i
= �x1bi(x̂); i = 3; : : : ; n;

�x(0) = �x(T ) = 0:

Passing to the Goh variables, i.e., taking

�x1 = ��1 + �y; _�y = �u; �y0 = 0;

�x2 = ��2; �x
i
= ��

i
; i = 3; : : : ; n;

in the new variables we obtain


 [ ](�z; ��; �y) = ��
Z
T

0

 
(��1 + �y)2�1(x̂) + (��1 + �y)

nX
i=3

��
i
�
i
(x̂)

!
dt; (16.4)

where _��
i
= (��1 + �y) b

i
(x̂); ��

i
(0) = ��

i
(T ) = 0; i = 1; i = 3; : : : ; n: (16.5)

One can see from the above that the coe�cient Q[�] =  [[r1; r0]; r1] in (7.12)

and (7.16), which stands by �y2; is equal to ���1(x̂(t)): Since, by the assumption,

�1(x̂(t)) 6= 0 (i.e., @b3

@x1

(x̂(t)) 6= 0 ), then choosing � = � sign �1(x̂); we obtain

that inequality (7.18) holds with some a > 0; i.e.,  2 G+(	0): (But, obviously,

� =2 G+(	0): ) Thus, the set G+(	0) for this trajectory is indeed nonempty, which

is the required result.

Moreover, one can �nd, for the functional (16.4) and for the above �; the exact

bound of those T for which this functional will be positive de�nite. To this end,

taking �y as a new control and taking ��
i
; i = 3; : : : ; n; as new state variables, we

obtain an ordinary quadratic functional of CCV, and we must �nd the conjugate point

of this functional. However, in this case, one can take �x1 as a new control, since �u

enters the functional (16.4) and system (16.5) only through �x1: One can show thatR
T

0 j�x1j2 dt '
R
T

0 j�yj2 dt (see estimate (9.11)); therefore, the positive de�niteness of 


with respect to k�yk22 coincides with its positive de�niteness with respect to k�x1k22 .
Denote �x1 = �v and set, for brevity, �

i
(x̂(t)) = �

i
(t); b

i
(x̂(t)) = b

i
(t): Assuming,

without loss of generality, that �1(t) > 0; we have


 =

Z
T

0

�
�v2�1(t) + �v

nX
i=3

��
i
�
i
(t)
�
dt;

where _��
i
= b

i
(t) �v; ��

i
(0) = ��

i
(T ) = 0; i = 3; : : : ; n:

The conjugate point T0 is the minimal value of T for which there exists a nonzero

stationary trajectory of this functional on the interval [0; T ]; i.e., a nontrival solution

to the Euler{Lagrange{Jacobi equation for this functional. Let us write this equation.

Here we have

H =
nX
i=3

� 
i
b
i
(t)�v � �1(t)�v

2 � �v
nX
i=3

��
i
�
i
(t);
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_� 
i
= �H�

�i
= �v�

i
(t);

H�u =
X

� 
i
b
i
(t)� 2�1(t)�v �

X
��
i
�
i
(t) = 0;

from which, �v is expressed through � 
i
and ��

i
:

�v =
1

2 �1(t)

�X
� 
i
�
i
(t)�

X
��
i
�
i
(t)
�
:

Taking into account this expression, we obtain the following closed system of di�erential

equations for �� and � :

_��
i
= b

i
(t)�v; _� 

i
= �

i
(t)�v; i = 3; : : : ; n: (16.6)

We are interested in the solutions to this system with the following initial conditions:

��
i
(0) = 0; i = 3; : : : ; n: (16.7)

Let X(t) and P (t) be (n�2)�(n�2) -matrices whose columns are a fundamental
system of solutions (��; � ) to system (16.6), (16.7). Then T0 is the �rst value of t > 0

for which det X(t) = 0 .

If T < T0; then 
 (i.e., functional (16.4) for � = �1) is positive de�nite; hence,

condition (7.21) is satis�ed; therefore, this trajectory is quadratically rigid, and, by

Theorem 8.1, it yields the strict strong minimum for any submetric having a strict

support hyperplane in a neighborhood of x̂(t); while, by Theorem 15.1, this trajectory

yields the strict � -minimum for any submetric having simply a support hyperplane.

If T � T0; then functional (16.4) is not positive de�nite. Nevertheless, condition

(7.21) can be satis�ed, since it involves the maximum of 
[ ] over all  2 G+(	0):

For example, if not only the function b3(x); but also the function b4(x) satis�es

condition (16.2), then, by analogy with preceding, the set 	0 contains also two con-

stant vectors  = � (0; 0; 0; 1; 0; : : : ; 0); � = �1; hence, for � = � sign @b4

@x1

(x̂(t)); we

will again obtain  2 G+(	0); and it is possible to �nd the conjugate point T 0
0 for

the corresponding quadratic form. Then condition (7.21) is certainly satis�ed for all

T < max (T0; T
0
0): However, this value can still not be the exact bound of those T for

which this condition is satis�ed. In order to determine this bound, one has to describe

the whole set G+(	0) and �nd the \conjugate point" for the functional (7.21). The

Jacobi theory for functionals of such kind is presented in [4].

Example 3 is due to A. A. Milyutin. In the space IR5 with the coordinates

x = (x0; x1; x2; x3; x4); let us consider a three-dimensional distribution �(x) generated
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by the vector �elds r0(x) = e0; r1(x) = A1x; r2(x) = A2x; where e0 = (1; 0; 0; 0; 0)

is a base vector, and the matrices A1; A2 act as follows:

A1x = (0; x0 + x3; 0; x1 + x3; x4)
0; A2x = (0; 0; x0; x3; x2 + x4)

0

(here the prime denotes the passage from a row vector to the column vector), or, using

the notation of the vector �elds in the form of di�erential operators,

r0(x) =
@

@x0

(a constant �eld) ;

r1(x) = (x0 + x3)
@

@x1

+ (x1 + x3)
@

@x3

+ x4
@

@x4

;

r2(x) = x0
@

@x2

+ x3
@

@x3

+ (x2 + x4)
@

@x4

:

(It is not di�cult to verify that 8x �3(x) = IR5; hence, � is bracket generating,

although the dimension of �(x) and �2(x) can be di�erent at di�erent points.) The

following control system corresponds to this distribution:

_x = u0e0 + u1A1x+ u2A2x .

Consider the trajectory x̂0 = t; x̂1 = x̂2 = 0; x̂3 = 1; x̂4 = �1 on some interval

[t0; T ]: It connects the points x(t0) = (t0; 0; 0; 1;�1) and x(T ) = (T; 0; 0; 1;�1):
Along this trajectory, 8 t dim �(x̂(t)) = 3; dim �2(x̂(t)) = 4: The given basis

is, obviously, an associated one, and the corresponding System (R) has the form

_x = z e0 + u1Ax1 + u2A2x ; _z = 0; i.e.,

_x0 = z; _z = 0;

_x1 = u1(x0 + x3); _x2 = u2 x0;

_x3 = u1(x1 + x3) + u2x3;

_x4 = u1x4 + u2(x2 + x4):

The control in this system is now two-dimensional. Let us �nd the set 	0(ŵ) .

Here the Pontryagin function is H = z 0 + u1( ;A1x) + u2( ;A2x) =

=  0z +  1u1(x0 + x3) +  2u2x0 +  3u1(x1 + x3) +  3u2x3 +  4u1x4 +  4u2(x2 + x4):

The adjoint system has the form _ = �û1 A1� û2 A2 = 0; i.e.,  = const ; and

the condition  ? �(x̂(t)) means that  0 = 0;

H
u1
=  A1x̂ =  1(x̂0 + x̂3) +  3(x̂1 + x̂3) +  4x̂4 = 0;

H
u2
=  A2x̂ =  2x̂0 +  3x̂3 +  4(x̂2 + x̂4) = 0:

For the given trajectory, the two last relations mean that 8 t
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 1(t+ 1) +  3 �  4 = 0;  2 t+  3 �  4 = 0;

whence  1 =  2 = 0;  3 =  4: Thus, up to normalization, the set 	0 consists of

the two constant vectors  = � (0; 0; 0; 1; 1); � = �1: For each of these vectors, the

Lagrange function has the form

�[ ](z; x; u) = �
�
x3(t0)� x3(T ) + x4(t0)� x4(T )+

+

Z
T

t0

( _x3 + _x4) dt �
Z
T

t0

(u1(x1 + x3) + u2x3 + u1x4 + u2(x2 + x4)) dt
�
;

and its second variation at the trajectory ŵ(t) is


 [ ](�z; �x; �u) = ��
Z
T

t0

�
�u1(�x1 + �x3 + �x4) + �u2(�x2 + �x3 + �x4)

�
dt:

The subspace of critical variations is given by

_�x0 = �z; _�z = 0;

_�x1 = �u1 (t+ 1); _�x2 = �u2 t;

_�x3 = �u1 + �u2; _�x4 = ��u1 � �u2;

�x(t0) = �x(T ) = 0:

Let us make the Goh transformation, i.e., let us set

_�y1 = �u1; _�y2 = �u2; �y1(t0) = �y2(t0) = 0;

�z = ��
z
; �x0 = ��0;

�x1 = ��1 + �y1(t+ 1); �x2 = ��2 + �y2t;

�x3 = ��3 + �y1 + �y2; �x4 = ��4 � �y1 � �y2:

Then �� is subjected to the equation

_�� = �z e0 � �y e1 � �y2 e2; ��(t0) = 0:

Note that here ��3 = ��4 = 0 and �x3 + �x4 = 0 .

In the new variables, we obtain


 = ��
Z
T

t0

�
�u1(��1 + (t+ 1)�y1) + �u2(��2 + t�y2)

�
dt;

_��1 = ��y1; ��1(t0) = 0;

_��2 = ��y2; ��2(t0) = 0:

9>=
>; (16.8)
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The following relations should hold at the right end:

�x1(T ) = ��1(T ) + (T + 1) �y1(T ) = 0;

�x2(T ) = ��2(T ) + T �y2(T ) = 0;

�x3(T ) = �y1(T ) + �y2(T ) = 0:

Setting �y1(T ) = �; we obtain from the last relation that �y2(T ) = ��; while two
preceding relations mean that

��1(T ) = �(T + 1)�; ��2(T ) = T�: (16.9)

Integrating by parts, we obtain

��
 =
�
�y1��1 + �y2��2

����
T

+
�
t+1
2
�y21 + t

2
�y22

����
T

�
Z
T

t0

(��y21 +
�y21
2
� �y22 +

�y22
2
) dt =

= �T+1
2

�y21(T ) � T

2
�y22(T ) + 1

2

Z
T

t0

(�y21 + �y22) dt:

Thus, for � = �1; we have

2
 = �(2T + 1)�2 +

Z
T

t0

(�y21 + �y21) dt; (16.10)

moreover, according to (16.9), we also have

Z
T

t0

�y1 dt = ���1(T ) = �(T + 1)�;

Z
T

t0

�y2 dt = ���2(T ) = T�:
(16.11)

Here one can assume already that �y
i
2 L2 and consider them as new controls, while

��
i
can be considered as new state variables that are connected by relations (16.11)

at the time instant T: From here one can see that the coe�cient by �y2 in the given

quadratic form is Q = I (the identity 2�2 -matrix); therefore,  2 G 1

2

(	0); whereas

for � = +1; the matrix Q = �I; and so  does not satisfy condition (7.18) even

with a = 0 .

Thus, the set G+(	0) consists of a unique constant vector  = �(0; 0; 0; 1; 1); to
which there corresponds the quadratic form (16.10) with relations (16.8) and (16.11).

Therefore, the ful�llment of inequality (7.21) is equivalent to its ful�llment for the

quadratic form (16.10).

Let us establish what are those t0 and T for which this quadratic form satis�es

(7.21) for some a > 0; i.e., for which it is positive de�nite. To this end, as is known

from the CCV, it is necessary to �nd the conjugate point of this quadratic form. Having
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�xed the time instant T; one has to move t0 (namely t0; and not T; for ��(t0) = 0);

and �nd the maximum value of t0 for which 
(�y) � 0 for some nonzero function �y:

(Since the strengthened Legendre condition with respect to the new control is ful�lled

in our case, namely, Q > 0; we will always have that 
(�y) > 0 for t0 close to T: )

This can be done, for example, in the following way: having noticed that, for any �xed

�; the functional 
 splits into the sum of functionals of �y1 and �y2; then �nd the

minimum of 
 independently over �y1 and over �y2: Thereby, we will �nd min
 for

the given �: It is easy to see that here we have

�y1 = const =
T + 1

�
�; �y2 = const = �T

�
�;

where � = T � t0; and then, for the given �;

min 
 =
�
�(2T + 1) +

(T + 1)2

�
+
T 2

�

�
�2:

(Naturally, the obtained expression is quadratic in �:)

It is seen from here that 
 will be positive de�nite if and only if (2T + 1) <

(2T 2 + 2T + 1)=�: Therefore, if 2T + 1 � 0; i.e., if T � �1
2
; then any � > 0

�ts, i.e., the given segment of the trajectory is quadratically rigid for any t0 < T;

and hence, by Theorem 8.1, this segment yields the strict strong minimum for any

submetric that has a strict support hyperplane in a neighborhood of x̂(t): If, on the

other hand, 2T + 1 > 0; i.e., if T > �1
2
; then the given segment of the trajectory

will be quadratically rigid and will give the strict strong minimum, respectively, only

for � < 2T 2+2T+1
2T+1

: For � > 2T 2+2T+1
2T+1

; i.e., for su�ciently distant negative t0; we

obtain that 
 < 0 (for some �y); and thus, according to [15], the quadratic necessary

condition for rigidity is violated; therefore, this segment of the trajectory is not rigid.

As for minimality of this segment, here we cannot state anything, having for the time

being only the necessary conditions at our disposal.

It is interesting to note that the point T� = �1
2
; which plays some \critical" role

in this example, is not a priori speci�ed by anything on the examined trajectory.

17 Appendices

Appendix A. Proof of Lemma 2.1.

Intuitively, the validity of this lemma is absolutely obvious, but the formal proof calls

for somewhat nontrivial constructions. Let us consider the case of nonstrict minima

here.
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It is clear that it is su�cient to prove the direct implication, i.e., to obtain the

minimum in the \geometric sense" from the presence of the strong minimum in Prob-

lem (Z): (The inverse implication is obvious.)

From the very beginning, we restrict ourselves to the consideration of a su�ciently

small neighborhood O(�̂) of the set �̂: Consider the hodograph of the submetric

F (x) = f �x 2 �(x) j q(x; �x) � 1g and the mapping p(x) : IRk ! IRn; u 7!P
u
i
r
i
(x);

for which p(x) IRk = �(x); and p(x)U(x) = F (x):

By Assumption A2, we have a smooth hyperplane �0(x) in �(x) that is support

to the hodograph F (x) at the point r0(x) on the set O(�̂): Let us extend it up to the
smooth hyperplane H(x) in the whole space IRn in such a way that H(x)

T
�(x) =

�0(x) and r0(x) =2 H(x): Making a smooth change of coordinates in O(�̂); one can

assume that the vector r0(x) = (1; 0; : : : ; 0); the hyperplane H(x) is constant and is

given by the relation x1 = 0; the set F (x) is contained in the halfspace x1 � 1; and

the trajectory ŵ(t) has the form ẑ = 1; x̂(t) = (t; 0; : : : ; 0); û(t) = (1; 0; : : : ; 0) .

Assume that this trajectory yields the strong minimum in Problem (Z): This

means, by de�nition, that the following property holds.

Property A. If w
m

is a sequence of admissible trajectories, and if jz
m
� 1j + kx

m
�

x̂k
C
! 0; then z

m
� 1 for all m su�ciently large.

By virtue of the speci�c character of Problem (Z); this implies the following

(formally, more strong) property.

Property B. If admissible trajectories w
m

are such that kx
m
� x̂k

C
! 0; then z

m
� 1

for all m su�ciently large.

Indeed, assume that z
m
< 1 for some subsequence. If z

m
! 1; then, by Prop-

erty A we have z
m
� 1; which contradicts the condition z

m
< 1: If, on the other

hand, z
m
� const < 1 for some subsequence, then there exists such a subsequence

�
m
� 1 that z0

m
= �

m
z
m
! 1�0: We set u0

m
= u

m
=�

m
: Since �

m
� 1; we still have

u0
m
(t) 2 U(x

m
(t)): Then the trajectory w0

m
= (z0

m
; x

m
; u0

m
) with the same x

m
will

be admissible, but, as was just established, we have a contradiction for this trajectory:

z0
m
< 1 and at the same time, z0

m
� 1: Thus, Property B is proved.

For any curve x(t); t 2 [0; T ]; we set �(x) = max dist(x(t); �̂): We have to

prove that if �(x
m
) ! 0; then z

m
� 1 for large m: (All the time we speak about

the admissible trajectories of Problem (Z): ) Assume the contrary: there exists a

sequence approaching to �̂; i.e., �(x
m
) ! 0; but z

m
< 1: Let us show that in this

case kx
m
� x̂k

C
! 0; and thereby, we obtain a contradiction with Property B. To this

end, it is su�cient to prove the following lemma.

Lemma A.1. Let �(x
m
)! 0 and z

m
� 1 + o(1): Then kx

m
� x̂k

C
! 0 .
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Proof. Let � be the projection of IRn onto the coordinate x1 : �(x) = x1 (the

number of the coordinate here is written as the superscript, since the subscript indicates

the number of the term of the sequence). Set s
m
(t) = �(x

m
(t)) = x1

m
(t): Since

�(x
m
) ! 0; we have that x

m
(t) is uniformly close to x̂(s

m
(t)) = (s

m
(t); 0; : : : ; 0) =

(x1
m
(t); 0; : : : ; 0): Since _x

m
2 z

m
F (x

m
(t)) and z

m
� 1 + o(1); and the set F (x

m
(t))

is contained in the halfspace x1 � 1; we have

_s
m
(t) = _x1

m
(t) � 1 + �

m
; where �

m
! 0:

Moreover, by virtue of the endpoint conditions x
m
(0) = x̂(0) and x

m
(T ) = x̂(T ); we

have s
m
(0) = 0 and s

m
(T ) = T: Let us show that ks

m
(t)� tk

C
! 0: Then x̂(s

m
(t))

will be uniformly close to x̂(t) (due to its Lipschitz continuity) and, since x
m
(t) is

uniformly close to x̂(s
m
(t)); we will have that x

m
(t) is uniformly close to x̂(t); and

thus Lemma A.1 will be proved. (Notice that generally the curve x̂(s
m
(t)) is not

admissible; it is only an intermediate point for the estimate of the distance between

x
m
(t) and x̂(t) .)

Thus, the whole matter is reduced to the proof of the following property of functions

of one variable.

Lemma A.2. Let absolutely continuous (Lipschitz continuous in our case) func-

tions s
m
: [0; T ] ! IR be such that s

m
(0) = 0; s

m
(T ) = T; and _s

m
(t) � 1 + �

m

almost everywhere, where �
m
! 0: Then ks

m
(t)� tk

C
! 0 .

Proof. Making change of variables v
m
(t) = s

m
(t) � t; we have v

m
(0) = 0;

v
m
(T ) = 0; and _v

m
(t) � �

m
! 0 almost everywhere, and it is required to prove

that kv
m
k
C
! 0 .

From the presence of the upper bound for _v
m
(t); it obviously follows that it is

su�cient to prove the convergence v
m
(t�)! 0 for each t�: Since always

v
m
(t�) =

Z
t�

0
_v
m
(t) dt � �

m
t� ! 0;

then, in the case where there is no convergence to zero, we have lim inf v
m
(t�) < 0;

or, passing to a subsequence, v
m
(t�) � �h < 0: But since the inequality

v
m
(T )� v

m
(t�) �

Z
T

t�

�
m
dt! 0;

holds on the interval [t�; T ] as well, summing it with the preceding inequality, we

obtain that v
m
(T ) � �h + o(1) < 0; which contradicts the condition v

m
(T ) = 0:

Lemma A.2 is proved, and thus, Lemma A.1 is proved, and, hence, Lemma 2.1 for

nonstrict minima is also proved.

Now it is easy to prove this lemma also for the strict minima. We leave this as an

exercise to the reader.
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Appendix B

Let X be an arbitrary metric compact set, and ' : X � IRk ! IR be a continuous

function, which, 8x 2 X ; is a positive sublinear function in u 2 IRk .

Lemma B.1. For each x 2 X ; the set U(x) = fu j'(x; u) � 1g is a solid

compact set, which continuously depends on x in the Hausdor� metric.

Proof. The closedness of U(x) follows from the continuity of ' in u; while the

boundedness of this set follows from the sublinearity and from the positivity of ' in u;

therefore the compactness of U(x) is proved. Since '(x; 0) = 0 and ' is continuous

in u; we have 0 2 intU(x): (All these are well-known facts of convex analysis.)

Now let x
n
! x0: We have to prove that U(x

n
) ! U(x0) in the Hausdor�

metric. For the compact sets, this is equivalent to the ful�llment of the following two

properties: (a) if u
n
2 U(x

n
); u

n
! u0; then u0 2 U(x0); and (b) if u0 2 U(x0);

then there exist u
n
2 U(x

n
) such that u

n
! u0 .

In the case (a), u
n
2 U(x

n
) means that '(x

n
; u

n
) � 1; and then, by virtue of the

continuity of '; we obtain in the limit, '(x0; u0) � 1; i.e., indeed u0 2 U(x0) .
In the case (b), we have '(x0; u0) � 1; therefore, '(x

n
; u0) � �

n
! 1; whence,

due to the sublinearity of '; we obtain '(x
n
; u0
�n
) � 1; i.e., u

n
= u0

�n
2 U(x

n
); and,

u
n
! u0: Lemma is proved.

Lemma B.2. Let U(x) be a family of compact sets in IRk; continuously depend-

ing, in the Hausdor� metric, on a parameter x from a metric compact set X : Then

the union of these compact sets U 0 =
S
x
U(x) is also a compact set.

Proof. The continuity of U(x) obviously implies that the function jU(x)j =
max f juj : u 2 U(x) g is continuous, then, on the compact set X ; it is bounded

from above by a number �: This means that each U(x) is contained in the ball of

radius �; therefore, the set U 0 is also contained in this ball, i.e., is bounded. Let us

prove its closedness. Let u
n
2 U 0; u

n
! u0: Then u

n
2 U(x

n
) for some x

n
2 X : By

compactness of X ; we have x
nm
! x0 2 X for some subsequence. But then, due to

the continuity of U(x); we obtain u0 = lim u
nm
2 U(x0); therefore u0 2 U 0: Lemma

is proved.

Lemma B.3. Let, the under conditions of the preceeding lemma, all compact sets

U(x) be convex, and let the point û 2 IRk be such that 8x 2 X ; it is the unique

maximum point of the linear function l(u) = u0 on U(x): Then there exists a convex

solid compact set ~U containing all U(x); x 2 X ; for which û is also the unique

maximum point of the function l(u) on ~U .

Proof. One can always assume that at least one of the compact sets U(x) is solid.

(If not, then we add the convex hull of any solid compact set lying in the halfspace
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l(u) < l(û) and of the point û to this family.) We set U 0 =
S
x
U(x): By Lemma B2,

it is a compact set; moreover, it is solid. It is clear that û is still a unique maximum

point of the function l(u) on this set. Let us take its convex hull ~U = coU 0: As is

known, this hull is also compact. Let us show that û is a unique maximum point of

l(u) on it. Indeed, assume that there exists u 2 ~U; u 6= û; for which l(u) � l(û):

Then, by de�nition, u =
mP
i=1

�
i
u0
i
; where all u0

i
2 U 0; �

i
> 0; and

P
�
i
= 1: Since

here l(u0
i
) � l(û) 8 i; the inequality l(u) � l(û) is ful�lled only in the case when 8 i

l(u0
i
) = l(û); i.e., when all u0

i
= û: But then their convex combination u = û; which

contradicts the assumption that u 6= û: Lemma is proved.

(Obviously, all these three lemmas remain valid for an arbitrary compact set X ;
one should just replace the corresponding sequences by generalized sequences.)

In the context of Sec. 4, one can take as the compact set X the closure of any

su�ciently small neighborhood of the set �̂ .

Appendix C. Proof of formula (7.11)

From (7.10), the expression for 
 in the initial variables directly follows:


[ ](�z; �x; �u) = �
Z
T

0

�
�z  (r00 �x) +

1

2
 (r000 �x; �x) +

k�1X
i=1

�u
i
 (r0

i
�x)
�
dt: (17.1)

Substituting �x = �� +
P
�y
j
r
j
(x̂) into it and removing the parentheses, we obtain in

the new variables:


[ ](�z; ��; �y; �u) = �
Z
T

0

�
�z  (r00

��) + �z
X

�y
j
 (r00 rj) +

1

2
 (r000

��; ��)+ (17.2)

+
X

�y
j
 (r000

��; r
j
) +

1

2

X
ij

�y
i
�y
j
 (r000 ri; rj) +

X
�u
i
 (r0

i

��) +
X
ij

�u
i
�y
j
 (r0

i
r
j
)
�
dt:

Let us try to transform the last two terms in such a way that �u
i
will be excluded, if

possible. To this end, let us integrate these terms by parts taking into account that

�u
i
dt = d�y

i
: To begin with, notice that for any symmetric absolutely continuous matrix

S(t); we have (S�y; �y)_= ( _S�y; �y) + 2(S�y; �u); therefore,

Z
T

0
(S(t)�y; �u) dt =

1

2
(S�y; �y)

�����
T

� 1

2

Z
T

0
( _S(t)�y; �y) dt:

For an arbitrary absolutely continuous matrix C(t) we have C = S + V; where

S = 1
2
(C + C�) is the symmetrical part of this matrix and V = 1

2
(C � C�) is its

skew-symmetrical part. Then, (S�y; �y) = (C�y; �y); and, therefore,

Z
T

0
(C(t)�y; �u) dt =

1

2
(C�y; �y)

�����
T

� 1

2

Z
T

0
( _C�y; �y) dt+

1

2

Z
T

0
((C � C�)�y; �u) dt:

72



Then the last term in (17.2) can be written in the form

�
Z
T

0

X
ij

�u
i
�y
j
 (r0

i
r
j
) dt = �1

2
 (r0

i
r
j
) �y

i
�y
j

������
T

+

+

Z
T

0

1

2

X�
 (r0

i
r
j
)
�
_ �y
i
�y
j
dt�

Z
T

0

1

2

X
 (r0

i
r
j
� r0

j
r
i
) �u

i
�y
j
dt:

Opening the total derivative with respect to t in the middle term by the formula

d

dt
'(x)

�����
x̂(t)

= '0(x̂)
dx̂

dt
= '0(x̂) r0(x̂);

and using the Lie brackets [f; g] = f 0g � g0f; we obtain the following expression for

the last term of (17.2):

�1

2
 (r0

i
r
j
) �y

i
�y
j

����
T

+

Z
T

0

1

2

X
 (�r00r0irj + r00

i
r0rj + r0

i
r0
j
r0) �yi�yj dt� (17.3)

�
Z
T

0

1

2

X
 [r

i
; r
j
] �u

i
�y
j
dt

Now let us integrate by parts the next to the last term of (17.2), taking into account

Eq. (7.8) for �� : Z
T

0
�
X

�u
i
 (r0

i

��) dt = �
X

�y
i
 (r0

i

��)

�����
T

�

�
Z X

�y
i
 (r00r

0

i

��) dt +

Z X
�y
i
 (r00

i
r0; ��) dt +

+

Z X
i

�y
i
 r0

i
(�z r0 + r00

�� +
X
j

�y
j
[r0; rj ]) dt : (17.4)

Now let us collect the similar terms in (17.2){(17.4).

The terms of the type �z �y are present in (17.2) and in (17.4):Z X
i

�
��z �y

i
 (r00ri) + �z �y

i
 (r0

i
r0)
�
dt =

Z X
i

�z �y
i
 [r

i
; r0] dt: (17.5)

But it is easy to see that the following holds along x̂(t) :

 [r
i
; r0] = � d

dt
( ; r

i
) = 0; since, by virtue of the MP,  r

i
(x̂) = 0; (17.6)

therefore, the term (17.5) disappears.

The terms of the type �z �� and �� �� are present only in (17.2); they are

Z �
��z  (r00 ��)�

1

2
 (r000

��; ��)
�
dt: (17.7)
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The terms of the type �� �y are present in (17.2) and in (17.4); they add up to

Z X
i

�
��y

i
 (r000

��; r
i
)� �y

i
 (r00r

0

i

��) + �y
i
 (r00

i
r0; ��) + �y

i
 (r0

i
r00
��)
�
dt: (17.8)

Since the matrix of second derivatives of every component of every vector �eld r
i
(x)

is symmetrical, then 8 ��; �� 2 IRn (r00
i

��; ��) = (r00
i
��; ��); therefore, we can interchange

r0 and �� in the third term of the obtained relation, and then, having noticed that

d

dx
[r
i
; r0] �� =

d

dx

�
(r0
i
r0 � r00ri)

��
�
= r00

i

�� r0 + r0
i
r00
�� � r000

�� r
i
� r00r

0

i

��;

we can write the whole expression (17.8) in the form

Z X
i

�y
i
 [r

i
; r0]

0�� dt : (17.9)

The terms of the type �y �y from (17.2){(17.4) add up to

Z
1

2

X
�y
i
�y
j
 (�r000rirj � r00r

0

i
r
j
+ r00

i
r0rj + r0

i
r0
j
r0 + 2r0

i
[r0; rj]) dt:

It is not di�cult to verify that this value coincides with the following one:

Z
1

2

X
i

�y
i
�y
j
 [r

i
; [r0; rj] ] dt: (17.10)

To this end, one should open all Lie brackets and interchange subscripts i and j in

some terms. This can be done, since the relation
P
a
ij
�y
i
�y
j
=
P
a
ji
�y
i
�y
j
holds for any

quadratic form.

Further, the term of the type �y �u is present only in (17.3); it is equal to

Z
1

2

X
i

 [r
i
; r
j
] �y

i
�u
j
dt (17.11)

(here we interchanged some subscripts as well as the sign).

Finally, consider the terms outside the integral that have appeared due to the

integration by parts. They are present in (17.3) and (17.4):

�X 1

2
 (r0

i
r
j
) �y

i
�y
j

����
T

�X �y
i
 (r0

i

��)

����
T

:

But, by virtue of the endpoint relation (7.9), ��(T ) = �P �y
j
(T ) r

j
(x̂(T )); therefore,

the term outside the integral is equal to

1

2

X
i

 (r0
i
r
j
) �y

i
�y
j

�����
T

: (17.12)

Summing up (17.7){(17.12), we obtain formula (7.11).
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Now let us consider the quadratic form 

S
[ ]( �w) for Problem (S) corresponding

to Eq. (11.4). The linearization (11.5) of this equation di�ers from the linearization

(7.4) of Eq. (6.1) of Problem (S1) only by the fact that now the sum
P
�u
i
r
i
(x̂) is

taken over i not from 1, but from 0 to k � 1: As was already said, two additional

terms (11.7) will appear in the second variation of Lagrange function for Eq. (11.4) as

compared with (7.11). The �rst of them is indeed a new one: � R �z�u0 ( r0) dt; and,

since, by virtue of the MP, we have  r0(x̂) = const ( = 0 for the singular trajectory),

this term is equal to

� �z�y0 ( r0)
���
T

: (17.13)

As for the second term, it corresponds to the fact that the sum in the last term of

(17.1) should again be taken over i = 0; 1; : : : ; k � 1: Then 

S
[ ] will have the form

(7.11), in which all sums are taken over i; j beginning from 0, plus the additional term

(17.13) outside the integral. Thus, �nally, 

S
will di�er from (7.11) by the presence

of the following additional terms (they correspond to i = 0; j = 0) :

�
��z�y0 ( r0) + 1

2
�y20  (r

0

0r0) +
1

2

k�1X
i=1

�y
i
�y0  (r

0

i
r0 + r00ri)

������
T

+

+

Z
T

0

1

2

k�1X
i=1

�y
i
�y0 [ [ri; r0]; r0] dt:

(Here we have used (17.6) and the fact that [r0(x); r0(x)] = 0 at any point x:)

Now let us de�ne the set G
a
(�(S)) taking into account that Problem (S) involves

the pointwise constraint u0(t) � 1; and therefore, that 

S
should be considered on the

pointwise cone N = f�u 2 IRk j �u0 � 0g (tangent to this constraint). For a quadratic

form of the general form (7.12), under the presence of the constraint �u(t) 2 N; this

set, according to [7, 8, 9], consists of all � 2 �(S) satisfying conditions (7.14) on

the maximal subspace N0 containing in N; and, moreover, satisfying the following

condition:

(V [�](t) �y; �u) = 0 8 �y 2 N0; �u 2 N: (17.14)

For Problem (S); the subspace N0 = f�u j �u0 = 0g; therefore, conditions (7.14) mean

that conditions (7.17) and (7.18) are satis�ed, while the additional condition (17.14)

means that condition (7.17) is satis�ed also for j = 0 :  (t)[r
i
; r0](x̂(t)) = 0: But,

according to (17.6), this condition is automatically satis�ed by virtue of the MP. Thus,

for Problem (S); the set G
a
(�(S)) is de�ned by the same conditions (7.17) and (7.18).
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Appendix D

Proof of the estimate (9.11). We set x = � + By: From Eq. (9.10), we

have _� = A� + (AB � _B)y; and since y(0) = 0; we obtain �(0) = x(0): Then

k�k1 � const (jx(0)j+ kyk2) � const
q

(w); and, therefore, kxk2 � k�k2 + kByk2 �

const
q

(w): In addition, jx(T )j � j�(T )j + jBy(T )j � const

q

(w): Summing up

these estimates, we obtain the estimate (9.11).

Proof of Lemma 9.2. This lemma practically repeats Lemma 6.4 from [5]; how-

ever, we will give its prove here for completeness of the presentation. Since (x
n
; u

n
)

satisfy Eq. (9.10), then by virtue of estimate (9.11),

jx
n
(0)j2 + jx

n
(T )j2 +

Z
T

0
jx
n
j2 dt � O(


n
): (17.15)

Then we have


(w0

n
) = 
(w

n
) + 
( ~w

n
) + 2(Sp

n
; ~p

n
)+

+ 2

Z
T

0

�
(Dx

n
; ~x

n
) + (x

n
; C~u

n
) + (~x

n
; Cu

n
)
�
dt: (17.16)

Estimate (9.12) implies 
( ~w
n
) = o(


n
): It follows from (17.15) that jp

n
j =

j(x
n
(0); x

n
(T ))j � O(p


n
); and (9.12) implies that j~p

n
j � o(

p


n
); therefore, the

mixed term outside the integral in (17.16) is also o(

n
): The �rst two integral mixed

terms satisfy the following estimate (we write it out only for the second term):

Z ���(x
n
; C~u

n
)
��� dt � const jjx

n
jj2 jj~unjj2 = o (


n
) (17.17)

which is valid by virtue of the same estimates (17.15) and (9.12).

It remains to estimate the last integral term in (17.16), for which the direct esti-

mate, similar to (17.17), is not valid. We will estimate this term using the principal

method that is applied in the study of problems which are linear in control; namely,

we will intergrate it by parts, bearing in mind that u
n
= _y

n
: We then obtain

Z
T

0
(~x

n
; Cu

n
) dt = (~x

n
; Cy

n
)

�����
T

0

�
Z
T

0

�
(~x

n
; _Cy

n
) + ( _~x

n
; Cy

n
)
�
dt:

Substituting _~x
n
= A~x

n
+B~u

n
in this relation and taking into account (9.12), we again

obtain that the whole this value is o(

n
): Thus, Lemma 9.2 is proved.
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Appendix E

Here we write out the cubic functional �[�]( �w) and present the de�nition of the set

E
a
(�) for Problem (S) from Sec. 11.

Assume that for the general system that is linear in control: _x = f0(x; t)+F (x; t)u;

where u 2 IRk and F is a n � k�matrix, the following problem is considered:

g(p) = 0; '
i
(p) � 0; i = 1; : : : ; �; J = '0(p) ! min; u 2 U; where p = (x0; xT );

and U is a polyhedral set in IRk; and let an examined trajectory ŵ = (x̂; û) be

given. We will assume that û(t) is continuous and 8 t lies in the relative interior of

one and the same face of the set U .

According to [5, 8, 9], we must consider the following expansion of the system

equation at the trajectory ŵ up to the quadratic term of the type �x �u :

_�x = A(t)�x + B(t)�u + (R(t)�x; �u) + : : : ;

this expansion is determined by the matrices A(t) = f 00(x̂(t); t) + F 0(x̂(t); t)û(t);

B(t) = F (x̂(t); t); and by the tensor R(t) = F 0(x̂(t); t) (the prime denotes the deriva-

tive with respect to x); and for each � 2 � we must determine the cubic functional

�[�]( �w) =

Z
T

0

�
�
�1
2
H
uxx

[�]�x; �x; �u) + (H
xu
[�]�y; (R(t)�x; �u)

��
dt:

Further, we must put here �x = B(t)�y; where, as always in this paper, _�y = �u; �y(0) = 0;

as a result, we obtain the functional

�[�](�y) =

Z
T

0

�
E[�](t) �y; �y; �u

�
dt; (17.18)

where E[�](t) is a third-rank tensor in the space IRk: For each �xed t�; this tensor

determines the following di�erential 1-form:

![�](t�) =
�
E[�](t�) �y; �y; d�y

�
:

Let N be the tangent cone to the set U at the point û(t): Due to the assumptions

on û(t); this cone does not depend on t: Let N0 be the maximal linear subspace that

is contained in N: Then, according to [5], the set E
a
(�) consists of all � 2 G

a
(�) for

which the 1-form ![�](t�) is closed (or, equivalently, is exact, since everything takes

place in IRk) for every t� : d![�](t�) = 0: Here the di�erential is taken with respect

to �y; while � and t� play the role of parameters.

Let us reveal what this condition means for Problem (S) in Sec. 11. The state

variables here are z; x; the Pontryagin function is H[�](z; x; u) = zu0( ; r0(x)) +P
u
j
( ; r

j
(x)): The expansion of system (11.4) at the trajectory ŵ has the form

_�x = �zr0(x̂) + r00(x̂)�x +
k�1X
i=0

�u
i
r
i
(x̂) +

k�1X
i=0

�u
i
r0
i
(x̂)�x + : : : ; (17.19)
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the above values B(t)�u and (R(t)�x; �u) are, respectively, the next to the last and

the last written terms in this expansion. Then we have the following on the subspace

N0 = f�u0 = 0g :

�[�]( �w) =

Z
T

0

0
@�1

2

k�1X
i=1

�u
i
 
�
r00
i
(x̂)�x; �x

�
+

k�1X
j=1

�y
j
 
�
r0
j
(x̂)(

k�1X
i=1

�u
i
r0
i
(x̂)�x)

�1A dt: (17.20)

(The variables �z; �u0 do not enter this expression; (r00
i
�x; �x) is a vector-valued quadratic

form; we then take the inner product of this form and the covector  : ) Substituting

�x =
P

�y
s
r
s
(�x) into the above expression, we obtain

�[�](�y) =

Z
T

0

�
�1

2

X
ijs

�u
i
�y
j
�y
s
 (r00

i
r
j
r
s
) +

X
ijs

�u
i
�y
j
�y
s
 (r0

j
r0
i
r
s
)
�
dt;

and hence

![�](t�) = �1

2

X
ijs

 (r00
i
r
j
r
s
) �y

j
�y
s
d�y

i
+
X
ijs

 (r0
j
r0
i
r
s
) �y

j
�y
s
d�y

i
:

All the coe�cients here are constant (frozen at the point t� ); therefore, it is not

di�cult to verify that the closedness of this 1-form is equivalent to the ful�lment of

the following relations:

 [r
s
[r
i
; r
j
] ](x̂(t�)) = 0; 8 i; j; s = 1; : : : ; k � 1: (17.21)

Indeed, we have

d![�](t�) = �1

2

X
 (r00

i
r
j
r
s
)
�
�y
s
d�y

j
^ d�y

i
+ �y

j
d�y

s
^ d�y

i

�
+

+
X

 (r0
j
r0
i
r
s
)
�
�y
s
d�y

j
^ d�y

i
+ �y

j
d�y

s
^ d�y

i

�
= 0:

The relation d! = 0 (we omit �; t�) means that, for any triple of subscripts

i; j; s = 1; : : : ; k�1; the coe�cients by the monomials �y
s
(d�y

j
^d�y

i
) and �y

s
(d�y

i
^d�y

j
)

add up to zero, i.e.,

�1

2
 (r00

i
r
j
r
s
) +

1

2
 (r00

j
r
i
r
s
)� 1

2
 (r00

i
r
s
r
j
) +

1

2
 (r00

j
r
s
r
i
) +

+ (r0
j
r0
i
r
s
)�  (r0

i
r0
j
r
s
) +  (r0

s
r0
i
r
j
)�  (r0

s
r0
j
r
i
) = 0:

One can change the order of arguments in the �rst two terms of this relation ( r
j
; r

s

and r
i
; r

s
; respectively) and then, collecting similar terms, we obtain

�  (r00
i
r
s
r
j
) +  (r00

j
r
s
r
i
) + (17.22)

+  (r0
j
r0
i
r
s
)�  (r0

i
r0
j
r
s
) +  (r0

s
r0
i
r
j
)�  (r0

s
r0
j
r
i
) = 0:
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(The last four terms are not changed.)

On the other hand, if one opens the double Lie brackets in relation (17.21), then

one obtains exactly relation (17.22). Thus, the equivalence of the condition d! = 0

to relations (17.21) is proved.
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